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GENERAL IMAGE RETRIEVAL MODEL

Peter Stanchev

[n this paper we analyse the existing approaches to image retrieval and we propose a
General Image Retrieval (GIR) model. The model establishes a taxonomy based on
the systematisation on the existing approaches. In it the queries for image retrieval
can be specified visually and interactively. The query mechanism is based on the
calculation of similarities between the image query representation and the images
i the image database. The GIR model provides numerous retrieval mechanisms
such as: retrieval by attribute values, shape, colour, texture, visual examples, spatial
similarity, and browsing and is general enough to serve as an engine to various image
applications. It is designed to be used as a part of an Image Database System. An
example for applying the GIR model to a plant image database is given.

1. Introduction. With the increasing the role of the image databases the problem of
image retrieval becomes very essential. The leading commercial image database systems
are the SQL Multimedia offered by Digital Equipment Corporation, Query By Image
Content (QBIC) research project designed by IBM Corporation and Kodak Photo CD
System introduced by Kodak. The most significant achievement in them is the efficiency
of image retricval. :

There are several approaches for image retrieval. The first approach is text-based.
The image is described as a set of key words or free text. The_queries are based on exact
or probabilistic match of query text. The alternative way allows the retrieval query to
be based on the visual content of an image such as: image patterns, colours, textures,
shapes of image object and location information. The content-based image retrieval can
be characterised by the ability to retrieve relevant images to the user defined image query,
based on the semantic content of the images. The queries thal use the content based
indexing are based on the similarities of image descriptions (all obtained images as a
result of the query have a description within,some preliminary defined distance from the
query defined image). {

In this paper we propose a General Image Retrieval (GIR) model. The GIR model
is based on the proposed General Image Data model (1] and General Image Database
model [2]. The GIR model incorporates flexible tools for queries and browsing using
traditional database tools and visual information. The query contains paintings, sketches,
example images, icons, sample textures or colours. The proposed GIR model language
is interactive. The user screen is divided into three sub-widows for: preparing the image -
query, giving query parameters and showing the obtained result images from the image
database. The GIR model allows retrieval by attribute values, colour similarity, shape
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similarity, texture similarity, pictorial example similarity, and spatial constrains and
browsing. The retrieval by shape similarity provides the user with tools for drawing
image-object with similar shape. ‘I'he retrieval by spatial constrain provides the user
with a querying mechanism that is based on image-object icons. sketches and pictures.
composed Lo represent spatial relationships among the image-objects. The retrieval by
colour. or texture similarity allows the user to specify a given colour or texture, picking
the colour from sample image or the colour palette or drawing texture or choosing some
from sample texture library. When rotrieval is based on a pictorial example similarities
the user finds or composes an example nage.

An example for applying the GIR model for retrieval from a plant image database 15
given. '

2. Image retrieval models. Some of the valuable proposals for image retrieval
models are: QBIC System [3], AIR framework [1], PICQUERY (5], AMSTERDAM sys-
tem [6].

The QBIC (Query By Image Content) system was developed to explore the content-
based retrieval methods. It allows queries based on colour and texture patterns or
sketches and drawings of an object shape. The indexing is done automatically. R trees
are used for storing the multidimensional index.

The AIR. framework suggested five classes of retrieval: by spatial constrains, shape
similarity, semantic attributes, object attributes and browsing. The queering is done by
window-based graphical interface.

The PICQUERY language has been designed with a Aavour similar to the QBLE as
highly nonprocedural and conversational language for image database managemnent. 1t
includes the following sections: image manipulation operalions such as: rotation, zoon-
ing, colour transformation, etc.; patiern recognition operations such as edge detection,
thresholding, contour drawing, similarity retrieval, texture measure, clustering, segmen-
tation, elc.; spatial or geometric operations such as: distance operations, length, arca,
intersection, union, etc.; function operation such as: statistical functions, user defined
functions and input/output operations.

The image query language in the AMSTERDAM system is a cormbination ol re-
trieval by visual example image and textual description of the image content. The re-
semblance degree between example image and the images in the database is defined as
the recognition degree in fuzzy Hit-or-Miss transformation fromn the mathematical mor-

phology. The textual retrieval is given in a form similar to the conventional database

manipulation language.

3. The general image retrieval model. The GIR model is unique in the sense
of its comprehensive coverage of the image features. The main characteristies of the
proposed GIR models could be summarised as f[ollow:

a) the images are searched by their general image description model representation
(1):

b) the model is based on similarity retrieval;

¢) the model language is a sophisticated window-based graphical interface;

d) the user interface supports the visual expression of a query and allows query re-
finement and manipulation of the results;

) the nie g i relriov: s R Eon
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Figure 1. Schematic view of the interface for the GIR model :
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a) retrieval by attribute values . :

The revrieval by atteibute vidues is similar to the retrieval in a conventional database
systetns, The query s lormudated nsing mceta. logical and semantic atteibotes, The user
cinploys a hist of a predefined attributes and a list of approprizne relations.

L) vetrieval by colour similavity

For reirieving an image or an image-object similar to a given patiern the followiss
methods are used:

e pick the templawe from predefined images {such as a sunny sky, a cloar sea, cle.)
and query Tor the nmages having similar colour disiribution;

o take an own tenplate by using parts of stored nnages and/or use drawing tools:

e use a colour picker to specify [roin a colour palette the percentage of the desived
coleurs in the result subset (in this way a query can be formed as [ollows: “Show
me all images with colour distribution: 40% yellow and 60% blue™).

¢) retrieval by shape similarity For specifying an iinage containing image objects
with the desired shape the nser can:

o draw an approximation of the image-objeet shape;
o copy the unage-object shape for the query from a “shape” gallery.

d) retrieval by texture similarity
For specilying an image or an image-object with some desired texture the user can:

o usc a library of predefined mage texture templates (such libraries exist i the
drawing and image processing packages such as Corel Draw, Photo Stiller. ete.):

¢ muke their own template by composing it from predefined images.

e) retrieval by pictorial example similarity
For specifying an example image the user can:

¢ specify an image from the image database;

o make their own template.

f) retrieval by spatial coustrains

Retrieval by spatial constraiuts facilitates a class of queries that are bascd on Lhe
retrieval of the 2-D arrangement of the objects iu the inage. ‘The query is coruposed by
placing icons (assuming there is a predefined icon for every type of an image-object in
the application domain) or user defined shapes on a plane. As well there are tools for
scaling and rotating the icons and the shapes. The result subset contains the images that
coutain objects arranged in a manner similar to the way shown iu the guery.

g) browsing

In the browsing process thwmnbnail images (64 by 64 pixels) are used.

4. Similarity calculation. Let a query be converted through the general image
data model in an image descripl.iou Q(q1,92, -, qn) and an image in the image database
has the description I(a), - x, ). Then the retrieval value (RV) between Q and / is
defined as:

R.VQ(I)= Z (w:si?‘n(qi.xi))-
CX Y PO
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where w; (i = 1,2.....n) is the weight specifving the importance of the il varaeter

in the hnage description and sim(g;, x;) is the similarity between the i-th pitianeter of

Lhe query image and database nuage and is caleulaved in the followie way

aj if ¢gj. r; ave symbol values then:

: : L if ¢ s equal o w;

sun(y;, )= i Z : 80
e 0, 1 ¢ s different from ;.

L)l g0 ave numerical values then:

st , @) = 1= Jgi — az|/(maximum value of x; in the image ditabis. .

¢) if g, 2 ave linguistic values, then: :

livste g, i are converted to fuzzy nubers, represented as Qifa b, Syand o i d = 0
chosen from a basic set of fuzzy numbers. (The fuzzy number q‘(u boo, Iy wihiere a b s
the closed interval in which the membership huulluu is l'qlhll Lo bois the felt hownd and
the right bound is almwu in Figure 2); -

second: sim(yi, x;) = ((a'+ ¢)/2.(b+ d)/2,( (o +1)/2.(348)/2);

thivd: sim(q;, £;) is approximate with the nearsst fuzzy number frons the Disne st

fourth: the obtained fuzzy number is converted back to linguistie value.

More devails about this procedure are given in [7].

L

1 """""" . ﬁl\

%%

-

a-o. a b b+Bx

Figure 2. Characterization of the fuzzy value g; = (a. b, wvi 51}

d) il i ¢ ave histograms. then:

Z min(yi i) |/ z: it

5N =5 N
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where A s the muonber of the bins in the both histograms (we assume that the histograms
bave an equal number of bins) and ¢ is the value of ¢i 1 bin nmnber /.

e) il g, e atbribute relational graphs (ARG), then: sim(g;.¢;) is the distanee
between the two graphs, calculated as the cost to find a sequence of trausformation for
producing one ARG from the other.

f) il ¢;,x; are pu tures aud their pixels arrays are denoted as Q(/.m) and (1. ).
P L1 <m <M, where L and M are the vertical and horizontal dinensions of the
(wo pictures which coincide. Then

sim(Q(l,m), I{l,m)) = >

fiel. Ll M)

j'(l.m)f[’(l,m.)‘




where f{lom) (1 € I < L, | £ m < M) is the normalised query image Q(l,m). (The
pixels’ values in f(1,m) are positive and their sum is equal o 1.) f(L,m) is consider as a
straeturing element, in what is called a Hit-or-Miss operation i inathematics morphology
and 17 is the image 7 converted as a binary image, with values “+17 for the inage objects
and =17 Tor the background pixels (lor this purpose a threshold operation is used ).
This procedure uses the fuzzy mathematical morphology and is described in {G].
wi il gj. ¢ are interval values denoted with [«, 6] and (e, d], then:
stn(qi, x;) = (sim(a, ¢) + stm(b, d))/2;
h) if ¢;, &; are spatial representations, characterised with OR strings: OR and OR,,
then:
sim(ORq,OR ) = (Object-Factor + 2(Spatial-Factor) + Scale-Factor) /4.
where the Object-Factor measures the similarity between the query image-object and the
database image-object. ‘Then to caleulate the Spatial-Factor the similarity between the
nearest left image-object of the query and the nearest left image-object in the database is
caleulated. The same is done with the right object and the mean of the two calculation
vields the Spatial-Factor. ‘I'he Scale-IFactor is calculating by measuring the dillerence

between the centres of the query image object and the database image object and nor-
| A 5 : S .

malising it in [0..1].

5. Indexing the image description. 'I'le major problem when dealing with large
image databases is the efficiency of the image retrieval. This efficiency depends on the
used schema for indexing,.

An image features could be represented as a feature vector thal corresponds to a
point in a multi-dimensional feature space. There are three popular approaches for
multi-dimensional indexing: R-trees (particularly R* trees), linear quadtrees, and grid
files. Except them the following techniques for increasing the elficiency of the image
indexing can be nsed:

a) Technique for minimising the nuwmber of dimensions for the multi-dimensional vec-
lor which represents the logical view of the image. Let the vector be X(wg, &y, ..., &n-1).
The Discrete Fourier Transform Xy of a X is defined as a sequence Xy of n complex
numbers:

| n-=1 —am [t :_
n

Np==—— Ly -

\/;;I=U
BV SR R

T'hie Parseval theorem gives that:

T e ¥

1=0... .n=1 Je0its n-=1

X1

ot a query is described with a sequence of real numbers ¢; (1 = 0,...,n—=1) and an
mage {rom the database with a sequence of real numbers d; (i = 0..... n—1). Let’s
onsider the two images being close il

Yo la-dif

t=0,....,n=1
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but using the Parseval theorem
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Ly ovher words il we keep only fe clements of the complex vector the vesalt subser

will contain adl the images from the database in vicinivy of the query image. hut as there

will be spurious images also which are Turther then from the query image. I (8] au
experiment was conducted. 1t shows that the optimal choice for fe is 3.

by Using sclf-vrganesing map. I this inethod the indexing mechanisn is hased o the
use ol nenral networks.

¢) Usong wneque charactorsbies, In the case that adl possible image-obgects thar can
be contined e the images in the database are predefined (this is the case (or imdusiral
object recognition) only the specilic for the iinage-object attributes caur be kept in the
database [9]. :

6. An exmnple for applying the GIR model. Let's assume the user likes to
retrieve at most three images, with the following general image dava description:

GLOBAL VIEW

ATTRIBUTE TYPE | <ATTRIBUTE LIST> | <RELATION> | <VALUE>
meta atiributes: source MATCH book 102~
blossoming period IN_INTERVAL | [April, M;L)-']_1
semantic atiributes: use-t-medicine T simall

GENERAL PURPOSE VIEW

OBJLECTS:

O

object |

G

obj

. object 3

object 4
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RELATIONS:

Object 3

Object |

Object 2

Object 4

The resull sel is:

i X ' i ; G i 1 could be
7. Conclusions. The major achievemeuts of the proposed GIR model <

summarised as follows:
(1) its gencrality. The model uses the main l.o}chniqu?‘s from the e.\:ist.ill'lg image retrieval
models and it is applicable to a wide variety of image collections; :
(2) its practicality. T'he model can be used as an image manipulation language in i
image database system;
(3) richness of the used wiethods for image rul.rie.v;il.
measure. All main techniques for image querying are

| ; imawe retrieval. ‘The model supports
model and the model allows diverse ways for image retrieval. ‘Ihe mod | Pl
sthods it uses

summarised in the proposed

a variety of similarity measures and metrics. It is flexible in the me

for image retrieval to achieve Lop elliciency in indexing: .
(4) its Hexibility. The model could be customised when used with a specific application.

The presented model could be extended for distributed image database systems and
multi-media database containing text, video and speech signals.

mn

inage indexing, and stailarity -

At present soltware realisation of the model for Windows 95 is considered.
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OBII MOJAEJ 3A T'BPCEHE HA U30BPAYKEHNSI
Hersp Cramuen

I3 rasi CraTnd €e amnsnpat CLUCCTRYBAUNE NOANOM 3 T'LPCCHe 1 1300pa Ke-
wis noce npouiara Qom Mojen sa ‘upeene na UaoGpamenna (OMTH). Moseanr

L FCTANOBABL KAACIPUKAINA, KOATO ce Oa3Npa 1A cuiecTsysau noaxou. B monena
SAABKITE 33 TBPCEHE MOFAT Ma Ce 3a)aBaT BU3YAIIO0 I WiTepakTusno. Mexanusmny
B PLPCENe CC OCHOANA 1L HPECAATANC HA N0A0OHE MERILY HPCACTABANCTO 1 HI05-
PAKCHICTO MPED SaAalkaTa 1 nsodbpakeminera v Gasara o nsobpaxenus. Moneswr
OMTH nospoasma pasinann MEXLEBME 3 TRPCeNe KaTo: TLPCeNe upes Croiinoc-
T ATPUONT I, CXORCTBO 1L POPALL AT, TERCTY Pil, HPIMEPHO IH00PAKRCHIe 1
HPOCTPAICTBENO PAsioNoAeIne Ha 06K T It HPENNCTBane it e JoCTaTLuno obiut i
€ NPUIOANM 30 pasiann upnaoxenns. Moneanr e upoesrupan ga 6nue winonznan
Karo dact wa Gasa o wsobpakenus. B paborara ¢ jaaen nonpiumep sa npiuwane
na mopena OMTH sa 6asa o1 ek u pucynksn na pacrenns.
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