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ABSTRACT

In this paper, we address the problem of industrial scene
object recognition for the purposes of sensor-based robot assem-
bly. The process of industrial scene object recoguition is usuaily
divided into a training and recognition phases.

We propose a technique in which the representation of the
models (training phase) is performed by using a finite set of
primitives and relations between them (object elemeats), char-
acterized by a proper set of parameters. We describe a new index
building mechanism, using both the recognised object primitives
and the reiations between the primitives. We obtain the charac-
teristic set of primitives and reiations for eacih model of a given
industrial object set by eliminating the common (similar) object
primitives and reiations. The characteristic set wiil be refered
to as Global.Index.

The real scene object analysis (recognition phase) includes
the recognition of scene primitives and relations between them,
as well as their location in the Giobal Index. The proposed
new index organisation gives the possibility to direct access to
the sarticular object elements, significantly speeding up the by-
pot 2sis generation for the recognised scene object in compari-
sor ‘ith other index tree supporting methods (1|. The generated
hy thesis is veridied, using the whoie object representation, ob-
ta ~d during the training phase.

L [NTRODIICTION

With the increasiog empbasis on automated manufacturizg
(dustry, there has been a growing interest in interpretiog im-
* containing 2D objects. A number of approaches have been
+osed for such types of scenes {2, 3, 4|. Most of them include
+ining and recoguition phases; The training phase derives
“bject representation and stores it in a model database, in
form of recognised object primitives; The recognition phase

the preliminary stored iniormation to recognise objects par-

- ating in object scenes.

The most commonly used approach in the field is: frst,

ing the object boundary as a string of primitive structural
'3, and then utilising some form of string matching [5, 6].

Most of the existing methods are model driven. To analyze
»tain scene, the scene objects are compared either with the
i-1g in the model database or with the model sets of [eatures
«23ing to the model database. Some methods give the pos-
ility to speed up the recoguition phase by applyiag feature
x (7).
The technique developed in this study is also a model-
tiven one and is based on generation of hypothesis of the pres-

ence of one or more objects in a scene, retrieval of object rep- -
resentations from a database, and hypothesis verification. For
that purpose we build special structures, referred to as Global
Index and Table Index. The Global Index contains the specific
features of each model (primitives and relations between them),
recognised during the training phase. The Table Index includes
the recognised relations and the model identifications, where the
relations are located.

Our paper is organized as follows: in Section 2 we discuss
the general description of the proposed technique. In Section 3
we give a procedural description of these technique. The advan-
tages of the technique are discussed in Section 4. In Section §

an example is given.

IL GENERAL DESCRIPTION OF THE

We view the process of industrial object scene recognition
structured in the standard training and recognition phases. [n
this section, we will present schematically these phases.

[LL Training phase
The training phase of our tecinique incorporates the fol-
lowing procedures:

 Image Table construction procedure. The input im-
age is converted to a gragh (3}, which is 3 two dimeasional
line representation of the scene. The process of conversion
inciudes: (] edge detection, (b) lize segment enceding, {c)
line approximation and (d) reiation recognition. The resuit
is an [mage Table, composed of the set of recogaised prim-
itives (with their positions into the image) and the set of
reiations between them;

e Object Table construction procedure. Usiog the [m-
age Table and excluding the information for the specific
positions of the primitives, we obtain the Object Table,
wilich is stored in 3 model database;

« Table Index construction procedure. The Table lo-
dex consists of recognised relations and the Object Table
identifications where these relations are located;

« Global Index construction procedure. The Global In-
dex includes the object features (primitives and relations
between them) that uniquely identify the objects.

The training phase is performed oaly once for all models in
a chosen application domain.

[LIL Recognition phase

[a the preseated technique, the recoguition of scene objects
includes the following procedures:



¢ Image Table construction procedure. The procedure,
described in the training phase, is performed on the scene
of objects;

Global Index scarch procedure. We search the recog-
nised primitives and relations in the Global Index. If we
find them. we use the specific Object Table and the Im-
:}gi)l’l‘able to eliminate the object elements from the Image

€,

Table Index search procedure. We search the recog-
nised relations in the Table Index, constructed during the
training phase. We try to find the corresponding Object
Table among the tables that contain the specific relation
value. If we find it, we eliminate all the object elements
from the Image Table.

The output of the recognition phase is a list of objects, that
have been recognised in the scene.
» DES
TECHNIQUE

I

First we will describe the Image Table construction proce-
dure, which js used in both training and recognition phases.

e Image Table construction procedure.

The input image is first converied to a graph, which is a
two dimensional line representation of the scene. The graph is
cons}ructed by segments and nodes, representing the edges and
vertices of the image. The procedure for the image-to-graph
conversion is borrowed from (3]. It includes:

Edge detection. To find the edges of the image, the Sobel-
operator (9] (a line edge detector) is applied. After that a peak
filter is used, to detect the ridge pixels. The output of the peak
filter is processed by a sceletonization algorithm [9].

Line segment encoding. The image is scanned, starting
fr_om the upper left corner, row by row from left to right. If a
pixel is encountered, the line follower is started. The line follower
steps along the line until a special pixel (cnd or node pixel) is
discovered, and it is marked as the starting point. The line in
the opposite direction is followed acaiu, until a special pixel is
found. The line is coded by the Chain-code|8).

Line approximation. In our technique we use high level
primitives, such as straight line segment, arc and circle:

Segment (S(l)), a line without bending, characterized by ils
length (1);

Arc (A(ly,12)), an open line with a bending degree. The
bending must not be null, and must be wsth a conalant sign. Ii.
18 characlerized by its length (Iy) and the length of the cord (I2);

Circle (C(r)), The circle is characienzed by its radius (r).

We unll denote by
P|Ul(1)-f:z(1)| . -'fh(z))n ('. - lv2|"'l")

the set of primilives (e.9. segment, arc, circle), where fo,(q =
1,2,...,4;) are the prnimitive attribules (c.g. length, angle, ru-
dius).

We use the following set of relations - joint, intersection
and facing:

Jont (J(a)), a relation between primitives wath a common
extremity. It is characlerzed by an angle (a). Each point of a
closed arc 13 an extremity;
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Intersect (I(a)), a relation belween primilives having one or
more common points thal are not exiremilies for both primalives.
This relalion 18 characterized by an angle (a);

Facing (F(d,a,f)), o relation belween primilives with no
common points.. It 18 charactenzed by the distance (d) belween
the primilives and two angles a and f. This distance is measured
from the cord or segments medium point and from the circle cen-
tre. a and f are the corresponding angles belween the primitives
and the josning line on which we mesure the distance.

We will denote by Ry’(g(1),92(2),--., 00 (), (K
1,2,...,m;i,§ = 1,2,...,n) the scl of relations (e.g. joint,
infersection, facing); gq,(g = 1,2,...,8x) are the relation at-
tribules (e.g. distance, angle, cord length).

A fast sequential method [10] is used to approximate lines.
The method uses a scan along technique where the approxima-
tion depends on the area deviation for each line segment. The
algorithm outputs a new line segment when the area devialion
per length unit of the current segment exceeds a prespecified
value.

Next, we establish a relation between the segments and
nodes. Nodes, within a certain distance from each other, are
merged. The segments in the segment lists of the nodes are
combined into one new list, removing duplicates. The node,
that is not used, is deleted. Then corners between lines, that
make angles very closed to 180°, are removed.

Now successive straight lines with small angles are checked
to find arcs. If the maximum distance of the corners of these
lines to the straight line, connecting the first and the last corner
of the successive lines exeeds a given threshold, the lines form
an arc. Otherwise the lines are substituted by a straight line.
The small closed graphs are assumed to be holes in the objects
and are approximated by circles.

Relation recognition. To recognise the relations between
primitives, the following rules are applied:

- using the features related to the primitive position into the

image, the joint and intersect relations are assigned. One

or more disjoint sets of correlated entities are so obtained:

facing relations are assigned between primitives (not neces-
sarily of the same type) belonging to disjoint sets and hav-
ing the least distance. If there is more than one node pair,
baving the same distance, the facing relation is assigned
to the pair whose primitives have a greater global length.
If this criterion is not sufficient, that is the two primitives
have the same neighbor global length, the following hierar-
chy has to be used: closed arcs, arcs and segments.

HLL Training phase
This phase involves the following procedures (‘F igure 1):

Image Table construction procedure. The procedure
is applied on the binary representation of the model.
Object Table construction procedure. We construct
the Object Table using the information, contained in the
Image Table, ignoring the spetific position of the object
primitives into the image. The result is a relational sym-
metrical characteristic matrix.

The matniz rows and columns are labeled with the values of
the recognised primitives. In the matnz clement, placed al
nw

(” Pl([l(zr)'fﬂ(zf)n'--o[‘a(z'n
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- Figure 1. Training phase scheme
and at column '
I AVACA W ACA R ACE)
we put the relation value
(3)  RY(gr(zri2e) galzey Ze)s o1 (2ri Ze))

if emsts. The triplet ((1),(2),(3)) v referred o as object
element.

Table Index construction procedure. We modily the
Table Index by adding new elements to it. Its elements
are couiposed of two parts. The first one is only the part
(3) from the triplet ((1), (2), (3)), recognised in the image
between the primitives p; and p;. The second part is a list
of Object Tables where this relation can be found.

Global Index construction procedare. We add the
pew model matrix to the Global Index. The Global ln-
dex for the analysed model set can be represeated by a
3.D Cartesian coordinate system Oxyz, where the axes Ox
and Oy represent the ordered primitive values from the
characteristic matrixes, and the axis Oz represents the cor-
responding relations between the primitives. We have a
direct access to all the elements in this 3-D matrix. Every
- element saves the index of its native characteristic matrix.
If there is a value "A” in the Global Index that is similar
to the new added object element value "B", the object el-
ement "A” is deleted [rom the Global Index and the value
*B° is rejected as a characterising model value.

"ilk"wl(:rl Ie)y 3\In Zehyr-rJan\Eri<e)) ™~

R (2 20,02l 2 G (1 Z2)
iff the difference between the primilive values
v P.’(fl(zr).fﬁ(z")»"'vﬁi(z'”

and

Pl'(jl(z,r)n"?(z'r)v ey !h(zlr))

and the difference between the relation values
Ri‘j(g‘(z,, zc), ga(zry Ze)yeoer Gon(Zrs zc))

and

R};‘i(gl (1‘: Z:), 92(z’n zlc)' veey Joy (zln -zlc))

are smaller than some chosen value ¢, i.c.
(P fi(ze), falze), - islze))=
PARE), fal2h)s- - Ju(@D] < &
\Pi(fa(ze), Salzehr oo oy 2e))
ITACANCA Ny 1 EA) B3

and

|[z::'j(gl (In Ic): 93(2.',-, :l.'c), ceorJas (1:,-, z‘))-

Ry (g1 (2, 72), 9(2h Ze)s - o= 0o (2 Ze)) < €

[ILII. Recognition phase

The recoguition phase involves the [ollowing procedures

(Figure 2):
« Image Table construction procedure. The procedure

is applied on the binary representation of the scene.

Global Index search procedure. During this proce-
dure we try to find the elements of the [mage Table,
starting from the upper left corner and going from left
to right, in the Global Index. If we find some element
R (filze, 2e), fa(Ze, Ze)s oo fou(zr, c)), we do the Image
Table object elimination procedure for it. If we reach the

. end of the Image Table, we apply Table Index search pro-

cedure.

Table Index search procedure. Using the remaining
elements in the Image Table, we look for them in the Table
Index. If we find a value, we verify our hypothesis using the
list of tables from the index. For the elements recognised
the Image Table object elimination procedure is performed.

Here, we will describe the Image Table object elimination

procedure, used during the recognition phase.
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Figure 2. Recognition phase scheme

 « Image Table object climination
cedure includes:

procedure. The pro-

- recognised object reconstruction. Using the corre-
sponding Object Table and the coordinates of the
recognised primitives, we reconstruct the object in the

scene.

- recognised object elimination. We delete the elements,

belonging to the reconstructed

object from the Image

Table. These elements are relations between primi-

tives (they may difler in the length parameter {rom

the Object Table primitives).

The main advantages of the proposed technique are:

e The training phase, which is more time comsuming, is

only once performed for each model included in the model
database.

The mechanism proposed assures the recoguition of the
model iff only one characteristic feature of the model is
found in‘the scene. It is an efficient mechanism to find
where and in which models, the extracted primitive values
and the relation between them exist.

The proposed technique efficiently supports the insertioh
and deletion of models. This is bandled by a simple Global
Index and Table Index modifications. .

The proposed scheme allows an easy way for the insertion
and deletion of models. To delete a model, one must search
the Global Index and the Table Index for object elements
belonging to this model, and eliminate them. We must
delete the corresponding model matrix too. To insert a
pew model one must perform the training phase for it.

V. AN EXAMPLE

Suppose the models in F igure 3 have been entered by a

scanner device. The resulting matrix from the analysis of the
model presented in Figure 3a is shown in Figure 4. The upper
index presents the model identification letter. The Global Index
is given in Figure 5. As a result of the analysis of the scene,
shown in Figure 6, the table shown in Figure 7 is obtained.

59
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SaT Se]4%(1.3,TA%(1.3,[A%(1.3,

Cd

(4.5) | (45)] 18| 18] 1.5)|(025)

S%(4.5) ) J(90) | J(%0)| J(90) [F(0s,

90,90)
59(4.5) J(%0) | J(90)| J(90)
(9(1.3, 1.5) | J(90) | J(%0) J(0)

(2(1.3,1.5) | 3(90) |3(90) | J(0)
12(1.3, 1.5) | J(90) | J(%0)
C(0.25) | F(0.6,
90,90

Figure 4. Afodel matniz for the object in Figure Sa.

Facing| C°(0.25) | C*(0.25) | C*(0.25)
59(4.5) | F(0.6,90,90)

>4(0.25) F(1,0,0)
5(3.9) F(1,60,0)
5*(3.9) F(1,60,0)
Joint] Stl” S° A” A° s
(4.5) | (4.5) [ (1.3,1.5) | (1.3,1.5) | (1.3,1.5)
S9(4.5) J(90) | J(90)| J(c0)
S59(4.5) J(90) | J(90)| J(%0)
12(1.3, 1.5) [ J(90) | J(%0) J(0)
1°(1.3, 1.5) | J(90) | J(%0) J(0)
12(1.3, 1.5) [ J(90) | J(90)

Figure 5. Global Indez matnizes

Figure 6. Scene image

Model | Rotation

a 90
b 0
c 0

Figure 7. The result of lhe ezample scene analysia

VL CONCLUSIONS AND FUTURE WORK

The described technique applys a data—driven indexing
mechanism for model retrieval (hypothesis generation) as well
as a standard model-driven approach to hypothesis verification.
TIt proposed indexing mechanism is more efficient than the tree
indexing mechanism, because it gives the possibility to directly
access the object elements. The technique proposed is embeded
into a system which is under development on IBM PC computer.
It is written in C and Assembler. It makes use of Canon [X12
scanner. An experience with image database management, ob-
tained during the developmeat of the IM_DBMS system [11], has
been followed.
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