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.

Because of the diffusion of graphical editors in different appli-
cation areas (e.g. business graphics, CAD, multimedia docu-
ments, etc.), graphical images are nowadays produced in large
amounts. In this paper we address the problem of building a
database system for graphical images (GRIM_DBMS), in which
the images can be accessed by a partial description of the image
content. The approach is based on a limited automatic anal-
ysis for images belonging to a domain described in advance to
the system. The semantic objects, recognized in the graphical
images during the analysis process, are interpreted accordin
to the theory of evidence. The image query processing is base
on special access structures generated from the image analysis
process. An example demonstrates the main functions of the
GRIM.DBMS in a spegific application domain.

1. INTRODUCTION

‘When large amounts of images have to be nianaged in a computer sys-

tem, the need to apply the database technology naturally arises. In the
!ast decade, much of the work in the field of "image databases” appeared
in the proceedings of the "[EEE Workshops on Pictorial Data Descrip-
fion and Management”, starting from 1977, and in some other series
siich as " Computer Graphics and Image Processing”, " Computer Y'lSlon'
Graphics, and Image Processing”, "Image and Vision Computing”, etc.
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Other sources are the work edited by Chang and Kunii [Chan81a] and %%
the collections of ‘papers on pictorial applications and information sys- -'(Z‘.’
" tems in [Blas80},-[Chan80b], [Goos80]. The valuable survey of Tamura.%
and Yokoya [Tamu84] includes insights into many actual approaches, as i
well as descriptions of several systems, such as the Grd.phics-oricn;:ed =
Relational Algebraic Interpreter (GRAIN), the Relational Database sys..‘-t :
tem for Images (REDI), the Database system of Microscopic Cell Images 3
(IDB), etc. Another work [Chan85] presents a survey of seven commer- i
cial systems, currently available and their software capabilities: Xerox’s ,g
8010 Information System, TERA's Automated Records Management }a5.
Systems, Teknotron’s Systems. Scitex’s Response 250, Toshiba's Docu- "%1
ment Image Filing System DF2100, CCA’s Spatial Data Management 7
- System, IIS’s System 600 series of software products. Different query v:
approaches are described in works such as [Choc84], for low level image 3%,
retrieval, [Rose84], for image retrieval in CAD/CAM systems, [Tang81] £
for alphanumeric and image data retrieval. Image query languages aré e
described in [Chan80a), [Chan81b]. A review of approaches to machine
interpretation of remotely sensed images is presented in [Tail86].

However, most of the systems appearing under the heading of image .3

databases are often image systems without full database functionalities Ts’a‘{: :

or database systems not directly dealing with images (Nagy85|. In fact, &
most of the existing systems are application specific, that is, the way in 8
which images are stored, organized and retrieved is specific of a certain

application and cannot be generalized to different applications.

2
!
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The main conceptual problem in dealing with images derives from the
difficulty to exactly define and interpret the content of images. Images
can be very rich in semantics, but are subject to different interpreta-
tions according to the human perception of the application domain. On
one hand, it is difficult to recognize the objects (with the associated
interpretation) contained in an image, on the other hand is difficult to
determine and represent the mutual relationships among these objects,
since they form structures which vary greatly from image to image.

.
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For the problem of image retrieval by content, one could think to ap- -
ply Data Base Management System (DBMS) or Information Retrieval
System (IRS) techniques. However, with respect to DBMS'’s, it is dif-
ficult to recognize regular structures of objects contained in images,
and then organize image instances into a limited number of types, to
which the interpretation is associated. This is the approach required by
the strictly typed data models adopted in database systems [Tsic82].
In IRS, instead, a free formatting of text is allowed, usually rcépecting
some loose hierarchical structuring in sections, sub-sections, paragraphs
and sentences. These systems do not attempt to understand the text
(unless some expert system approach is adopted), but still allow an ef-
fective retrieval on text. In fact. as oonosed to imaee obiects. they can
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exactly recognize words (as ASCII patterns), on which they base their
retrieval capabilities with the possible help of a thesaurus to support
synonyms [Salt83]. This is possible, in case of text, because a common
semantic is associated to the words used in.the natural language. Hence,
both DIIBMS and IRS approaches cannot be directly applied to image
retrieval. "

In addressing the problem of image retrieval of stored images, if we want
to think of a system trying to do for images what DBMS and IRS do for
formatted data and text, we must accept some indeterminantness, char-
acteristic of images, and then deal with the inaccuracy introduced by
this fact. In [Rabi87a] an approach based on fuzzy set theory has been
applied to the analysis and description of pictorial images. Certainty
factors for the recognition of objects inside the images are computed
using fuzzy logic rules.

A major practical problem for pictorial images is-element recogni-
tion. The first step in the image analysis and recognition process is
the decomposition of the images into relevant and identifiable elements,
which are the basic comporents which will constitute the building blocks
of the ifnage structure.

In this step, often called segmentation in pictorial image processing
[Ball82], the image space is partitioned into meaningful regions, corre-
sponding to image elements. After the segmentation, the system must

- recognize the tentative elements in the image, matching them with the

pictorial representation of the elements to be searched. In this process,
different variations as changes in size, rotation, translation (eg. using
discrete Fourier transforms), can be attempted. An additional problem

arises when partial element overlapping occurs in the imnage.

The result of this process should be the set of basic elements recog-
nized and their relative positions. However, this is a highly computing
intensive process which often requires special hardware, such as array
processors, exploiting the inherent parallelism of the algorithms in order
to have acceptable response times. In the end, the system might even
not be able to exactly identify the single elements.

Instead, in dealing with graphical images we have the advantage that
the images are not entered into the system through a scanning device
but are generated by some interactive graphical editor. Therefore, the
segmentation process is not necessary. Basic elements are recognized
without uncertainty since they can be described in terms of the graphical
primitives of the graphical editors. :

In this paper, a database system for graphical images, GRIM_DBMS, is
presented. This system supports the analysis and retrieval of graphical
images. It is required that the images belong to a specific domain which
must be deseribed in advance to the system. A limited automatic analy-
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sis of the images is performed before storing the images in the database. =

This process i1s accomplished usin
: using a rule-based system. The int w5
tation of the content of the images is based on }t,he Dempsté?—gﬁg =

theory of evidence [Gord84]. An example for implementation of the 2§

GRIM_DBMS to the area of House - furnising design is also presented. %%
%‘-

2. THE GRIM_DBMS SYSTEM fcc o
1 2

The main functions and the ¢ a5
illustrated in Fig. 1. RSty Woals of CRDADONE mgx}z
e i

oy | t

Domain Description Image Creation, | Image Retrieval B

% Analysis & Storage : 3

a) Multi-functional | a) General purpose 1‘3"
_gfap,hical editor g‘raphiczﬁ editor _— o
/function "elements & | b) Image analyzer i &
relation definition”/ =

b) Dialog system for "
filling in rules for :
object definition B

c) L\‘Iultl}:functional o
graphical editor dg
/function "definition : s
of class representative :

images” /

Fig. 1. Main Phases and Correspondent Tools in GRIM.DBMS  zm

2.1. Domain Description in GRIM_DBMS

The purpose of this phase is to describe t isti : i
cation domain of the images to be clas:iﬁzs (a:.}::ir?gt:lréfrggs %fht:lg:;};};
description function supplies the initial information necéssary for the
various phases of the image analysis. It comprises: a) definition of ba-
sic clements, .rclahons and corresponding attributes (this information
will be ‘uscd in the ARG-baded element recognition); b) definition of
pro«lu({t{on rules. (this information will be used in the semantic object
recognition and image interpretation); c) definition of class representa-
tion images (this information will be used in image clustering).

2.2. Image Creation, Analysis and Storage in GRIM_DBMS

A) Image Creation

For image creation. it is possible to use any graphical editor producing a
representation of the image in terms of graphic primitives according to

G RIM_DBMS: A GRaphical [Mage DataBase Management System ot b

a chosen standard (ACM-CORE, in the actual implementation). After
the desired image is developed, it is'stored as a file specified by the name
of the image and containing the correspondent editor primitives for the
graphical image. In this way, the following phase of Image Analysis is
independent from the editors used in the image creation.

The systerﬁ also provides a multi-functional graphical image editor,

- which is specialized for the specific application domain. From a table

containing all the basic elements of the GRIM.DBMS application do-
main it is possible to select basic graphical elements and to transfer
them to the drawing area of the editor using a "mouse” as pointing
device. After an element is moved to the right place, the user can ap-

" ply some functions allowini; modifications on the element as scaling,

rotation, translation and deletion. These operations can be repeated as
many times as necessary for all the elements of the image. This spe-
cialized editor generates also an ARG representation of the image (see

“following section) and so the first phase of the Image Analysis process

(i.e. Image Element Recognition) is not necessary.

-B) Image Analysis

The imagé analysns includes four steps:

* Element Recognition. Since the number of the basic graphical el-
ements (eg. polilines, curves, etc.) can be very large in a single image
(in the order, of thousands) a very efficient approach is required for
recognizing the basic elements which are meaningful in the application
domain. They constitutes the basic symbols whici compose the seman-
tic objects in the image. In this phase, it is not possible to adopt a rule
system, based on a generalized inference mechanism with back-tracking,
because of its computational complexity. We need instead more efficient
and specialized algorithms (with polynomial computation complexity)
even if we have to pay this with a description system less rich in seman-
tic content. For this reason we have adopted an approach based on the

Attributed Relational Graphs [Eshe86].

The ARG g'rd:ph is a relational structure which consists of a set of nodes
and a set of branches representing the relations between the nodes, as
both nodes and branches may have some attributes assigned to them.

During the Image Element Analysis, an ARG representation of the im-
age (in terms of basic elements of the application domain, thier re-
lationships and attributes) is obtained and stored in the same image

description file.
* Object Recognition. The purpose of this phase is to recognize

more semantically meaningful objects from the basic elements derived
and organized in the previous phase. This task is accomplished by
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' pplying the production rules defined for t pli- T
cation domaxn. An inference mechanism based on bagﬁx::r%sitﬁ;ﬁ?ih -*1
tries to Qenve from the basic elements more general objects and to give g .~§§,
recognition degree to the object recognized. In this phase a generalized %
inference m_echamsm is used. Its computational complexity is accepts T
able now, since fewer objects (in the order of hundreds) are present jn 2%
the image. X g
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ElllleG inference process starts from production rules 6bta.ined from the 3::‘
: Image representation. After this step. a se i 5
Frp re step, quence in the form (1) .

3

2
o

(1) {Ol.l(#l tlea)e o 01 oy (1 4y, 0 g e

Nt
e

s ol Il eyt 8

{On 1(ptn 1,10 R - SR e _,n)} Ry

%uch a sequence descnbgs an image with n distinct physical objects. i\

h'e unft,_O; iui j, li ;) is a semantical representation of the physical
Ol)JCCt.l.(l - 1,2,...,n) in the image in the j—th (.= L,2,....8;) ;
recognition ((il.e. a semantic object). u; ; and /; ; are respectively tl;e &
recognition degre (RD) and the list of attributes of the j— ol
object in the j—th recognition. : o oo g f?'::

* Image Interpretation Using a imi

. procedure similar to Barnett’
scheme [Barn81), based on the Dempster-Shafer theory of evid:nc:
(Gord84], and fully described in [Rabi87h], we convert the results ob-

tained from the previous phase into i v - :
h : a list of nev structu 1 B R
information & exich o) ject: res contaxmng g.]

,-(:u'
o

(2) {0n1(Bett0, 1 = Bei(@, 1, )

yreey

yeeey

Ot au([Bel(01 ¢,),1 = Bel(Dy )],y 4,) }

' {On 1([36[(0.,; 1),1 - Bel(an 1)],[,; 1),... A o !

A

On 4.([Bel(0n q,),1 - Bel(D, wibice)} s

Here ¢; < si(i = 1,2 n).  The function Bel(Q ]
; . T FER AT i3 1 =
L2,...,n, j=1,2,...,q) 1s a belief function. i

The belief_j'unction Bel(0; ) gives the total amount of belief committed
to the object O; , a]te:rj all evidence bearing on O; ; has been pooled.
The function Bel provides additional information about O; j, namely

Bel(O; j), the extent to “which the evidence supports the negation of
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O; ;, Le 0; J The quantity 1 — Bel(O; j) expresses the plausibility of
O; j, i.e., the eztent to which the evidence allows one to fail to doubt
O; j.The interval [Bel(O; ;),1 — Bel(O; ;)] is called belief interval.

In the expression (2), object interpretations with "low” belief (e.g., in
the sense of interval mean value less than a chosen one) could be omitted.

* Image Clustering. The image clustering process is in principle
similar. to the document clustering of text documents used in [nforma-
tion Retrieval Systems [Salt83]. The most significant classes of images

. in the application domain are defined in terms of representative images,
one for each class. The image interpretations are clustered by compar-
ing them with the class representative images. After this computation,
the clustering description of the image is expressed as a sequence:

\

(3) » K1y B2y -0y Bpy
where y; is the membership degree of the image to the i-th class. .

C) Image Storage and Indexing'

The image representation is stored in a file containing the graphical im-
age as the sequénce of the graphical primitives used for the composition
by the graphical editor.

The derived image information, resulting from the analysis phase (ex-
pressed in terms-of the probabilistic model as composition of objects,
at different level of complexity, with the associated interval of belief)
is stored in an "image header”, associated to the image file. In this
header, it is stored:

- A sequence; céntaining the image clustering description. Each term of
these sequence contains the membership degree of the complete image

" to one of the image classes of the application. This kind of information

is more synthetical, since it refers to the image as a whole.

- A sequence, containig the objects description. One-and the same
object may appear more times in the sequence, one for each appearance
of that object in the image interpretation. This kind of information is
more analytical, since it refers to the composition of the image.

Access structures (that is.‘the image indices) can be built for a fast
access to image headers. Two type of indices are constructed:

- Object index. Each entry of the index is associated to a distinct
object. For each object, a list is maintained. Each element of th.e list is
~ constituted by a list of elements (BI, IMH), where IMH is a pointer to
an image header, meaning that the ohject is present in that image. Bl is



422 F. Rabitti and P. Stanchey

~ the associated belief interval. For query processing, it is very important
" to maintain the list in decreasing order of BI. The order js computed
using the mean values of the belief intervals. A

RERAD
*

Each entry of the index is associated to a distinct "2+

- Cluster index.

image cluster. For each class defined in the application, a list of ele- 2%
ments (MD, IMH) is maintained. IMH is a pointer to an image header, %
correspouding to an image with a non-null degree of membership to this &
cluster, and MD is the value of the membership degree. For query pro- &

cessing, it is very important to maintain the list in decreasing order of
MD. :

2.3. Query Processing in GRIM_DBMS

According to our query language, the user specifies a query statement :

of the form: RETRIEVE IMAGES <image_clause> .

The <image_clause> contains a <cluster_clause> and/or an
<object_clause>.

The <cluster_clause> is a boolean combination of <cluster.-
predicate>s, each of the form: <class_name> <cluster_degree> .

The <cluster_predecate> indicates that the images in the
database with a similarity to the named class higher than the
<membership_value> should be retrieved (as requested in the
boolean expression). The <cluster_clause> may be missing if the
<object.clause> is present.

The <object_clause> is a boolean combination of <object_-
predicate>s, each of the form: <object_name> <degree_of._-
recognition>,

The <object_clause> must be evaluated, according to the boolean

expression, taking into account only the images in the database con- =

taining those objects, named as <object_name>, with the left value
of the belief interval higher than the <degree_of_recognition>. In
the <object_predicate> WITH operator is envisaged, which serves
t.ltx)(; purpose of adding conditions to the attributes associated to the
object.

All the stored images "not very distant” from the query statement (in
a chosen sense) constitute the query answer set. With this approach,
the query answers can be ordered by decreasing similarity to the query
specification, so a user may limit the size of the answer and can receive
a ranked output of the retrieved images. (These advantages are typical
for the information retrieval techniques [Salt83)). ;

Since the image retrieval is not an exact process (there is no exact way

i .
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ial
defining the image content) and even the user may forget essenti
gtiaracteriitics of thge sought images, not one, but several non_pertu;er;%
images are usually retrieved as a result gf a query. The existanc Lo
relevance feed-back and query reformulation [Salt83] become _&ssent .
since at any moment the user can go back to the query formulation sec&;
if dissatisfied by the results which he is getting, and cham.gef some ::11;)

of the query specification (usually, the values of the belief inter :

3. GRIM_DBMS APPLIED IN A SPECIFIC APPLICATION
DOMAIN _

) icati ishing
> le of application, we choose the area of House—furm's
é\essia;rxx.e‘;va?go:vobrigfy_explain the main functions of GRIM_DBMS, as

applied in this field of application.

3.1. Domain Descxjiption'

’ - : . . .)
a) We limit the demonstration to the basic elements shown in Fig.2,
with the associated attributes, and the relations shown in Fig. 3.

union (none)

intersection (none) :
Fig. 3. Relations

- j it Ve want
Now, we must define the rules for object recognition. V :

23 r;:ke’ provision for the recognition of the following objects : E:l:rlrlx.
ble_bed, table, chair, window, door, wall, room, smmgichen'
bedroom, double_bedroom, livingroom, bathroom, Txh ro:
We must define production rules for each of these objects. eeg .
duction rules for image room, using Prolog syntax, are express i
Fig. 4. The last six objects are the most complex ones to recognize.

* Cross, wall_inside and codify are productions which calculate the cross
1

point of two lines, existance of a wall inside the room and the number
of objects (rooms) in the image.

| ing i lass representa-
c) Suppose that the following images are chosen as cla esel

ti)ve i‘:rll)gges: block_of_flats, commercial_house, hospltal-bqﬂ:su;%é
concert_haill. For all these images, correspondent representatio .

ta ha ahtained
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line

(RD, coordy,

coords)
rectangle

(RD, coord,, :
coord,, coords,

coordy ).

bed
(RD,

center)

wardrobe

(RD, center,

number_of_doors,
type)

sofa

(RD - orenig ﬁ
center) '
bt

door

(RD, coord,,

coords)

armchair s
oy

(RD, 2 =

center) T I l

P
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gas.stove
(RD, center,
type)
sink
SARD
center,
type)
W.C.
(RD,
center)
wash_tub
(RD,

center)

bidet
(RD,
center)
shower_bath
(RD,
center)
piano

(RD, center,

type)

Fig. 2. Basic Elements

3.2. Image Creation and -Storage

A) Image Creation
i

Let the graphical image shown in Fi

g- 5 be designed using the multi-

©

©
00

]

functional graphical editor (specific of this application domain).
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room (RD, Vi, V2, V3, V4,.N) :-

wall (RDL, Pt, P2, N1),
wall (RD2, P3, P4, N2),

N1 < N2,

cross (P1, P2, P3, P4, Vi),
wall (RD3, P5..P6, N3),-

N3 > N1, N <> N2,

cross (P3, P4, PS5, P6, V2),
wall (RD4, P7, P8, N4),
N4.> N1, N4 > N2, N& <> N3,
cross (PS5, P6, P7, P8, V3),
cross (P1, P2, P7, P8, V4),

425

not (wall_inside (V1, V2, V3, V4, N1, N2, N3, N4)),
RD = (RD1.+ RD2 + RD3 + RD4) / &,

codify (N1, N2, N3, N4, N).

Fig. 4. Prolog rules for "room”

W

|

e

' ‘ Fig. 5. Ezample Image

The corresponding ARG representation of the image, is expressed in

Fig. 6.

B) Imége Analysis
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N (node sert)= {nl, ng,f;. ey nls};

|
_B (branch ser)= {bl,bg} b], b.}};

A (node attribute alphabet):

elouvient attributes
liae roed o, coord), coord,
rectasgle | ®p, COOTd), coord,, coords, coord,
bed - RD, center
wardeshe " RD, ceater, number_of.doors, n,;-;.
sofa RD, ceater
dinoe ro, coord,, coords

armchair RD, center

gEaes stove RD, center, type
sink ; RD, center, type
w.C. RD, center
wash_ tub 'R.D. center
bidet RD.center

shower.both RD, center

pisavo RD, ceoter, type

E.(branch sttribute alphabet):

relation attributes

intersection aone

GN ¢ My = liae (1, [0.0, 0.0], [3.0, 0.0])
N2 = liae (1, [0.0, 0.0], [0.0, 2.0])

N3 = liae (1, 0.0, 6.0], [12.0, 6.0])

4 = lise (1, (4.0, 0.0}, (8.0, 0.0])

5 = lise (1, [0.0, 4.0], [0.0, 6.0])

Tlg = liae (1, [12.0, 0.0], [12.0, 6.0])

gz =* lise (1, {10.0, 0.0}, [12.0, 0.0])

8 = rectangle (1, (7.0, 6.0], [11.0, 6.0] , [11.0, 3.0), [7.0. 3.
Ng = rectangle (1, [-0.2, 4.0], (0.2, c.oll. (o'.z. 2.0}, z-a'.:. z.Jo](;I)
7110 —* rectangle (1, (2.0, 0.3], (4.0, o.:&. (4.0, -0.2], [2.0, -0.2))
Tl = door (1, [8.0, 0.0, [10.0, 0.0))

12 = bed (1, (1.3, 4.6))

13 = bed (1, (2.1, 4.6])

Tl14 = wardrobe {17-[6-30.7], 3, wood)
Ny5 = armchair (1, [4.9, 4.3])

Ef.: bi = (mi2,n13). by = (miz,na). by — (mya,ng). by — (ng,ny). -

Fig.6. The ARG representation of the ezample image
I

- . It
* Object Recognition
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Using the production rule base, the following sequence is obtamed: -

* sequence(1): { double.bedroom ( RD = 0.9, window(RD = 1),

window(RD = 1), double-bed(RD = 1), wardrobe(RD = 1, zum-
ber:of_doors = 2, type = wood), armchair(RD = 1), (table(RD = 0.9),
sofa(RD = 0.5)), door(RD = 1)), livingroom ( RD = 0.7, window{RD

‘= 1), window(RD = 1), double_bed(RD = 1), wardrobe(RD = 1, zum-

ber.of. doors =2, type = wood), armchair(RD = 1), (table(RD =0.9),
sofa(RD = 0.5)), door(RD = 1)) }. !

* Image Interpretation

After the object interpretation phase, the following sequence is obtained:
sequence(2): { double_bedroom ( BI = [0.73, 0.81], double_bed(BI = 1,
1)), wardrobe(BI = (1, 1], number.of_-doors = 2, type = wood), arm-

‘chair(BI = (1, 1]), table(BI =[0.81 0.91]), window(BI = [1, 1]), win-

dow(BI = [1, 1)), door(BI = [, 1] )), livingroom ( BI = [0.19 0.27],
double_bed(BI = [1,1]), wardrobe(BI = (1, 1], number_of_doors = 2, type
= wood), armchair(BI = (1, 1]), table(BI =[0.81 0.91]), window(BI =

(1, 1]), window(BI = 1, 1]), door(BI = [1, 1] ) ) }.
* Image _(;lus.teripg

By comparing the image interpretation (sequence(2)) with all class rep-
resentative descriptions, the membership degrees of the image to each
class are obtained. The clustering description of the image is the fol-

lowinge:

sequence(3):  { block-of flats(0.9), commercial-house(0.0), hospi-
tal_building(0.5), concert.hall(0.0) %

. G 'Image‘Storage and Indexing

From the sequences (2) and (3), we obtain the new information to eater
in the object and cluster indexes.

3.3. Query Processing

The query: "find the draughts for a room in a block_of flats or.in hos-
pital_building, which present double_bedroom with a table and at least
one wordrobe (with at least two doors, and of type "wood”)", could be

expressed in our query language as follows:

RETRIVE IMAGES (block_of_flats/0.9) OR
(hospital_building/0.7)
CONTAINING

Aanhla hadvraam/4 0 AND
L
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(number_of_doors-}_ 2 AND type MATCH "wood")) w3

" Then the query prglessing is very fast since only indices are used and %3

" no information is_ t_ofbe extraced, in this phase, from the images. ZRgv
il e &

‘ : 5. P . :4-,"5—2.'.:7:1

4. CONCLUSION AND FUTURE WORK rgi'

GRIM_DBMS rﬁn;Sn SUN/3 workstations, under Unix 4.2. It is writ-’ﬁ‘. ?
ten in C and Quintus Prolog and uses the SUNCORE graphical package &

[SunC86). ; -‘

The desigxi of GRIM_DBMS is based on the experiences of a previuos ‘*-EJ

prototype, described in [Rabi87b], which was based on fuzzy set tech-
niques. This prototype was implemented on an IBM PC/AT computer
and was intended for the management of business graphical images,
gencrated by a commercial business graphical editor (IBM Graph As-
sistant). . ;

We plan to apply the results obtained with GRIM_DBMS in the project -
MULTOS, which is part of the ESPRIT (European Strategic PRo- .
gramme for Information Technology) [Bert83]. In this project, a first 3
prototype for the storage (based on optical media) and retrieval of mul- »
timedia office documents has already been implemented. However, in ;:‘
this prototype images are treated as passive components in the multi-
media documents, that is, components which are retrieved as part of
the document.but _cannot actively contribute in the retrieval process
(no condition on images can be part of the query, only conditions on
attributes, text and.the document structure) (Bert88]. In the second &

MULTOS prototype, we plan to build a specialized subsystem, func-
tionally similar to GRIM_.DBMS, which will allow a higher integration

of images in the document retrieval process.
)
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