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Abstract—With the rapid growth of smartphone usage, mobile social networks (MSNs) are becoming increasingly popular. MSN can be considered as a type of delay tolerant network (DTN) which lacks continuous end-to-end connections between nodes, due to the node mobility and limited transmission range. Inspired by the homophily of social networks that friends are usually similar in characteristics, we present a novel concept – cloud, where the nodes in frequent contact with the destinations will form destination clouds. Neighbors in the destination cloud have a special status that can forward the message to the destination directly. We propose a cloud-based multicast scheme with feedback in MSNs with two phases: pre-cloud and inside-cloud. In the pre-cloud process, the message holder will forward the copy of the multicast message to the encountered node, based on a given forwarding metric. The forwarding metric can be iteratively refined from a feedback control mechanism. In the inside-cloud process, the message holder will wait until it meets with the destinations. We analytically formulate the multicast problem into a continuous Markov chain problem, and formally analyze the latency in this model. Extensive trace-driven simulations show that our scheme significantly improves the performance compared to existing schemes.
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I. INTRODUCTION

As stated in Nielson’s report: “as of Q4 2011, 46 percent of US mobile consumers had smartphones, and that figure is growing quickly. In fact, 60 percent of those who said they got a new device within the last three months chose a smartphone over a feature phone” [1]. The mobile social applications in smartphones consume a large amount of bandwidth within the cellular networks. However, the cellular networks are currently overloaded. Thus, it is imperative to develop novel architectures and protocols to solve this problem. A mobile social network (MSN) [2, 3] is a special type of delay tolerant network [4], where the mobile devices contact each other occasionally through opportunistic contacts. The content can be shared among the mobile devices instead of directly downloaded from the infrastructure.

There are multiple types of content to be delivered in MSNs, such as newspapers, online social networking updates, and weather information. The service providers may deliver the content to only a small fraction of mobile users. Then, these content holders walk around and contact other mobile users opportunistically, and exchange the content through either WiFi or Bluetooth. As far as delivery time and cost are concerned, designing an efficient routing protocol to deliver the content to the interested users becomes a multicast problem in MSNs.

In this paper, we consider the multicast problem in MSNs. Multicast is a service where a source node sends the message to all of the destinations. In MSNs, a relay node is an encountered node that can store-carry-and-forward the message to the destinations quickly with a small overhead. Therefore, designing a suitable criterion to select good relay nodes becomes a challenging problem in MSN multicast routing.

Due to the limited buffer space of the devices and bandwidth, it is hard for the mobile devices to obtain the global information. Therefore, designing a distributed routing algorithm in MSNs becomes a hard problem. Several DTN routing schemes have been proposed recently [5–11]. However, no efficient multicast scheme has been proposed for MSNs. Because of the high mobility and intermittent connection characteristics of MSNs, the delivery rate is low and the latency is high, unless high cost routing schemes are implemented. In this paper, we propose a cost effective cloud-based multicast scheme with feedback in MSNs.

The nodes that contact each other more frequently will have a higher probability of exchanging the messages, which we call friends. Each node has its frequent contact friends which, together, form a community. Here, we consider the destination community, which has been termed by a new concept – cloud. If the nodes contact the destination with high frequency, these nodes have more opportunities to forward the message to the particular destination. We call these kinds of nodes: destination neighbors. Destinations and destination neighbors will constitute destination clouds. One of the most basic notions governing the structure of social networks is homophily [12]. Friends are usually similar in their characteristics, including the places they live, their interests, etc. Therefore, the individuals with more common interests have more of a chance to contact each other. In our proposed multicast scheme, the nodes only obtain their local neighbor information. As shown in Fig. 1, \( N_1 \), \( N_2 \), \( N_3 \), and \( N_4 \) are destination neighbors of the destination \( D_1 \). They form a destination cloud \( C_1 \) for \( D_1 \). \( N_5 \), \( N_6 \), and \( N_7 \) are destination neighbors of the destination \( D_2 \). They form a destination cloud \( C_2 \) for \( D_2 \). We can see that \( N_3 \) and \( N_4 \) represent the same node, which belongs to both \( C_1 \) and \( C_2 \).

As shown in Fig. 1, our proposed multicast scheme has two steps: pre-cloud and inside-cloud. In the pre-cloud process, initially, the source \( S \) carries a certain amount of copies. When
it meets an encountered node, the message forwarding decision is based on the forwarding metric \( F \), which measures the quality of reaching the destinations. The number of forwarding copies is proportional to the forwarding metrics of these two encountered nodes. The node with the new copies becomes a relay node. In Fig. 1, \( R_1 \) is a good relay node for \( S \) (\( F_R_1 > F_S \)). Thus, \( S \) will forward portions of the copies of the message to \( R_1 \). \( S \) and \( N_R_4 \) come into contact with each other. However, \( N_R_4 \) is not a good relay node for \( S \) (\( F_NR_4 < F_S \)). Therefore, \( S \) will not forward any copy of the message to \( N_R_4 \). When the message holder comes into contact with one of the destination neighbors, the number of copies being forwarded to this destination neighbor depends on the number of destination clouds it belongs to. \( N^2_1 \) belongs to cloud \( C_1 \). Therefore, it will receive one copy from \( R_2 \). \( N^3_1/N^2_1 \) belongs to two destination clouds, \( C_1 \) and \( C_2 \). Therefore, \( R_2 \) forwards two copies to it. If the encountering node is one of the destinations, the message holder will forward one copy to it. In the inside-cloud process, the destination neighbors with the message only forward the message to the destinations directly.

Recently, many forwarding metrics have been introduced for routing guidance, such as contact frequency or available buffer space. However, there is no optimal metric. Thus, in this paper, we present a novel feedback control mechanism. Initially, the forwarding metric is the total number of contacts with all of the destinations in a fixed time interval. After a successful multicast process, we can capture the shortest time for each node to forward the message to the destinations. In the future multicast process, we will use the reciprocal of the shortest captured multicast time in the previous round as the new forwarding metric for the future routing guidance. In this feedback control mechanism, the shortest forwarding time from the node to the destinations can be iteratively refined and used for the future multicast process. The simulation results will show that the routing performance can be improved round by round until an optimal result is reached.

The major contributions of our work are as follows:

- We introduce a novel concept: cloud. The nodes that have high contact frequency with the destination can quickly forward the message to the destination directly. Hence, destination neighbors and the destination constitute the destination cloud.
- We present a cost effective cloud-based multicast scheme with feedback that has two stages: pre-cloud and inside-cloud.
- We propose a feedback control mechanism that uses the previous multicast latency to guide the current multicast.
- We formally analyze the latency of multicast by formulating a continuous Markov chain model. The feedback control mechanism is motivated by the analytical results.
- We evaluate the proposed scheme with both synthetic and real traces. The simulation results show the competitive performance of our proposed scheme in MSNs.

The remainder of this paper is organized as follows: Section II reviews the related work. Section III shows the preliminary work. Section IV describes the details of the cloud-based multicast scheme with feedback. Section V formally analyzes the MSN multicast, and provides the motivation for the feedback control mechanism. Section VI focuses on the simulation and evaluation. We conclude our work in Section VII.

II. RELATED WORK

In recent years, there have been many papers focused on designing an efficient routing scheme for DTNs. Initially, the simple flooding approaches are introduced, such as epidemic routing [6], spray-and-wait [7], RAPID [13], and so on. However, these protocols all have a high cost in order to achieve a high delivery rate and small latency. Then, some history and encounter-based approaches are proposed to improve the routing performance, such as MaxProp [5], PROPHET [14], and delegation forwarding [15]. In these papers, some forwarding metrics are used to control the number of copies. The forwarding metric can be the number of contacts with other nodes or with the destinations, the recent time contact with the destination, and so on.

There have been recent works which consider multicasting in DTNs. The existing research focuses on three models: single node [16, 17], multiple copies [9, 18, 19], and single copy [8, 20, 21] models. In the single node model, one single node holds all destinations, and delivers them to each destination as they contact one another, through movement. In [16], Zhao et al. proposed the basic single node model together with new semantics for DTN multicasting, which explicitly specify temporal constraints on group membership and message delivery. Yang and Chua [17] presented a two-stage single node model, where routes to destinations are first identified through a ferry, followed by the message delivery along the discovered routes. In the multiple copies model, the destination set is replicated at a contact once a certain condition related to the quality of the encountered node is satisfied. In [18], Lo and Luo extended their work [22] from unicast to multicast in DTNs, which takes advantage of the contact behavior in DTN environments, as to predict good message relay nodes that help to forward messages to their destinations. The approach dynamically adjusts the number of message copies generated, depending on different network situations. In [19], the authors implemented the multicast routing protocol in vehicular delay tolerant networks, which was a combination of geographic-based routing [23], PROPHET [14], and spray-and-wait [7] protocols. A differentiation between dense and sparse scenarios was used, according to an estimation of the number of nodes met. In the single copy model, there is
only one copy for each destination, and destinations can be scattered at different nodes. In [20], Gao et al. developed a single copy model where the forwarding metric is based on the social network perspective, which is a social-based approach, based on a notion of “ego-centric betweenness” in order to optimize multicast performance in DTNs. In [8], Wu and Wang proposed and applied the destination set splitting in DTN multicasting, which is based on the tree structure in order to improve the performance. In [21], the authors studied the DTN multicast problem from the graph indexing point of view. They solved the problem of minimizing the remote communication cost for multicast in DTNs. The authors analyzed this problem in the case of scheduled trajectories and known traffic demands, and proposed a solution based on a novel graph indexing system.

Mobile social networks have caught increased amounts of attention in recent years. Miluzzo et al. investigated a CenceMe application in mobile devices, using sensor-enabled mobile phones to share information through social network applications [24]. Bulut and Szymanski introduced a friendship-based routing scheme for MSNs. They use a metric to accurately detect the quality of friendship, and to improve the routing performance [25]. Han et al. proposed a new MSN application scenario, where service providers deliver information to only a small fraction of target-users; then, these target-users opportunistically propagate the information to other mobile users in MSNs [26]. Wu and Wang used individuals’ social feature information to form a hypercube, and proposed a hypercube routing scheme for MSNs [11]. In [3], Hui et al. used the social network concept of centrality and community to design a social-based forwarding for DTNs. However, these methods are hard to implement in a distributed way, and it is costly to obtain the relevant information. In this paper, we introduce a novel way to use the information, differing from the previous routing process, to improve the current multicast forwarding performance.

In [27], Jones et al. proposed a minimal estimated expected delay (MEED) routing scheme for DTNs, which is an extension work of minimal expected delay (MED) by Jain et al. [28]. MEED computed the expected delay by using the observed contact history, in which a node records the connection and disconnection time of each contact over a sliding history window [27]. MEED and MED consider the expected delay of each contact, not the delay of the whole routing process. In our proposed feedback control mechanism, we use the previous routing process delay to guide the current progress.

III. PRELIMINARIES

A. System Model

Assume that there are \( n \) nodes in the whole network. The source node is denoted as \( S \). The destination set of a multicast is represented as \( \{D_1, D_2, \ldots, D_m\} \). Therefore, there are \( n - m - 1 \) relay nodes \( \{R_1, R_2, \ldots, R_{n-m-1}\} \). Each message has a timestamp, which records each time point at which it travels from the source to the destinations. Each node records the number of times in which it makes contact with other nodes. Each node has a forwarding metric table recording the forwarding metrics for itself and other nodes.

B. Motivation of the Feedback Mechanism

Most of the previous DTN routing protocols are based on the deterministic metrics, such as inter contact time, or number of contacts. As shown in Fig. 2, the source \( S \) has a message for the destination \( D \). When \( S \) meets with nodes \( R_1 \) and \( R_2 \), if the forwarding metric is based on the inter contact time between each node to the destination, \( R_2 \) is a better relay node (path \( S \to R_2 \to D \) with a delay of 22, which is shorter than path \( S \to R_1 \to D \) with delay of 25). However, \( R_1 \) has another path to \( D \) through \( R_3 \), which has a shorter delay (path \( S \to R_1 \to R_3 \to D \) with a delay of 20). Since we considered the delivery delay as a measurement metric in this example, the path through \( S \to R_1 \to R_3 \to D \) has the shortest inter-contact time. Therefore, we chose this path as the forwarding path. If we can design a feedback mechanism which updates the forwarding metric according to the delay of the previous round, the routing performance can be improved. We assume that each pair of nodes has a similar contact frequency in the current time period as in the previous time period.

C. Main Idea

The destination neighbors in the destination cloud are the nodes that have high contact frequency with a particular destination. The multicast process has two stages: pre-cloud and inside-cloud. In the pre-cloud stage, the message forwarding is a multi-copy partition process. The message partition rule is based on the forwarding metrics. When the message has been received by one of the destination neighbors, then we transform to the inside-cloud stage: the message will only be forwarded to the destinations directly.

In the feedback control mechanism, when the destination receives the message, it will share the feedback information about the relay nodes from the previous round to the nodes it encounters in the future. Then, these relay nodes update their forwarding metrics based on the feedback information. The forwarding metrics are then refined through iterative feedback.

IV. CLOUD-BASED MULTICAST

A. Cloud Formation

First, we define a new concept – cloud. The nodes that contact each other more frequently will have a higher probability of exchanging the messages, which we call ‘friends.’ Each node has its frequent contact friends which, together, form
a community. Here, we consider the destination community, which has been termed by a new concept - cloud. If the nodes contact the destination with high frequency, these nodes have more opportunities to forward the message to the particular destination. We call these kinds of nodes: destination neighbors. We use a contact frequency threshold (θ) to control the size of the cloud. We assume that a destination neighbor with a copy of a message waits until meeting with the destination, and gives the message to the destination directly. Therefore, if the contact threshold is very small, it will form a large cloud. Although it can reduce the number of forwardings, it will also increase the latency. If the contact threshold is very large, it will form a small, tight cloud. Therefore, it will dilute the role of the cloud. Thus, our first problem is to find an effective threshold for the formation of a cloud. We will compare different values for the contact threshold in the simulation.

B. Forwarding Metric

The forwarding metric is used to measure the capability of a node to forward the message to the destinations. Intuitively, to improve the performance of MSN, if a node i (with a copy of the message) encounters a relay node j (without a copy of the message), i should give a copy of the message to j only if the forwarding metric of j is larger than the forwarding metric of i. The question is, what is the definition of a good forwarding metric? Is there an optimal forwarding metric? Thus, our second problem is to find an effective definition of forwarding metric, or ultimately, an optimal forwarding metric.

We will use the feedback mechanism to approximate an optimal forwarding metric. We will update the definition of forwarding metric after each multicast process is completed, and use the updated forwarding metric for the next round. We then iterate this updating procedure many times. The iterative updating procedure will eventually give us an approximation to the optimal forwarding metric. To this end, let us denote \( F_i(l) \) to be the forwarding metric of node i in the \( l \)-th round, \( l = 1, 2, ... \). The initial forwarding metric \( F_i(1) \) is defined as follows. We consider in a fixed time interval, a matrix representing quantities proportional to the contact probabilities between pairwise nodes:

\[
\begin{bmatrix}
a_{11} & \cdots & a_{1n} \\
\vdots & \ddots & \vdots \\
a_{n1} & \cdots & a_{nn}
\end{bmatrix}
\]

Here, for \( i \neq j, a_{ij} \) can be the contact frequency, or inter contact time, etc., between nodes i and j. We also let \( a_{ii} = -\sum_{j \neq i} a_{ij} \). For a concrete example, we may as well let \( a_{ij} \) be the contact frequency between i and j for the rest of the paper.

Initially, we let the forwarding metric \( F_i(1) \) be the sum of \( a_{ij} \) over all destination nodes j. In the next two subsections, we will describe the multicast process and how to update the forwarding metric in the feedback mechanism.

Algorithm 1 Pre-cloud Stage

/* A non-destination neighbor i with \( Z(i) \) copies of a message, encounters node j without that message. */
/* Their forwarding metrics are \( F_i \) and \( F_j \), respectively. */
if j is one of the destinations then
forwarding one copy to j.
else
if j belongs to one or more than one of the destination clouds then
forwarding \( \min(Z(i), e(j)) \) number of copies to j, where \( e(j) \) is the number of destination clouds j belongs to.
else
if \( F_j > F_i \) then
forwarding \( \frac{F_j}{F_i + F_j} 
* Z(i) \) number of copies to j.

C. Multicast Process

There are two steps to complete the multicast process: pre-cloud and inside-cloud.

In the multicast process, we assume that each node i keeps its metadata, which contains its forwarding metric and \( e(i) \), where \( e(i) \) is the number of destinations to which i belongs. Let \( Z(i) \) be the number of message copies possessed by node i. In the pre-cloud stage, if a message holder i (with \( Z(i) > 0 \)) is outside of every destination cloud, when it meets node j (with \( Z(j) = 0 \)), they first exchange their metadata. If j is a destination node, then i gives a copy to j. If j belongs to one or more destination clouds, then i gives j \( \min(Z(i), e(j)) \) copies. If j is not in any destination cloud and their forwarding metrics satisfy \( F_j > F_i \), then i gives j \( \frac{F_j}{F_i + F_j} \cdot Z(i) \) copies. If j is not in any destination cloud and satisfies \( F_j \leq F_i \), then i does not give j any copies. Algorithm 1 shows the whole process of the pre-cloud stage.

We note that initially, the forwarding metric of node i, \( F_i(1) \) is the total contact frequency of node i with all destinations in the fixed time interval. When the multicast process is nearly completed, the forwarding metric will be updated to \( F_i(2) \) for the next round. We record the number of destinations which have already received the message. If the number reaches a predefined threshold, we suppose this round of multicast process is nearly completed. In this paper, we redefine the threshold to be half of the number of destinations. Repeating this process, we will have a sequence of the forwarding metric \( F_i(l) \), for the \( l + 1 \)-th round, \( l = 1, 2, ... \). The details will be described in the feedback mechanism in the next subsection.

In the inside-cloud stage, if a destination neighbor has a copy of a message, it only forwards one copy to the destination directly. This process can dramatically reduce the number of forwardings, which is considered to be the cost of the multicast process. Here, the destination node can also act as a relay node.

When the storage of the mobile node is full, the message discard policy will follow FIFO, which means that the first coming message will be discarded.

D. Feedback Control Mechanism

In this part, we describe in detail our proposed feedback control mechanism to improve the accuracy of the forwarding metric prediction.

In each round, there is a new multicast message generated. Therefore, each round is considered as an independent mul-
broadcasting process. For each message, we assign a timestamp, which records the exact time at which the message has been forwarded from one node to another. When the message arrives at one of the destinations, it calculates the latency for all nodes in the routing path from the source to the destination, and records the results in the destination’s metadata. After that, the destination node gives the metadata to other nodes when they contact each other. Thus, each encountered node has the metadata that records its multicast latency of the previous round in an additional space. The metadata also contains the same information for other nodes. Therefore, the feedback information is quickly spread out through the whole network.

After a node has obtained the metadata (of the previous round) from more than a given threshold number of destinations, it updates its forwarding metric by using the average latency to the destinations. Once the forwarding metric is updated, it is then used in the pre-cloud algorithm for the next round. In our simulation, we set the threshold to be half the number of the destinations.

In Fig. 3, for example, destination $D_1$ calculates the latency for relay nodes $i, j, m$, and $n$; all of these nodes have participated in the previous multicast process. After that, $D_1$ has a contact with $i$. In this example, we suppose that the threshold to update the forwarding metric is 2. Suppose that before $D_1$ and $i$ make contact, $i$ has already received a feedback from destination $D_2$. Therefore, $i$ will update its forwarding metric to $F_i(2)$, which is equal to the average of two feedbacks, $F_i(2) = \frac{F_i(1)+F_i^2(1)}{2}$, where $F_i^2(1)$ is the latency of the delivery of a message sent from $i$ to destination $j$ using forwarding metric $F_i(l)$ in the $l$-th round. Note that $i$ also has information similar to that of some other nodes.

Fig. 4 illustrates the metadata exchange process between two non-destination nodes. After exchanging metadata, these two encountered nodes will record the updated information not only for themselves, but also for all other nodes previously encountered by these two nodes. For example, before this contact, $i$ has the information about $k$ of the first round, $F_k(1)$, and $j$ has $F_k(2)$. After exchanging the metadata, $i$ will update its forwarding metric table by recording the information of $k$ in the second round in its additional buffer space. Hence, the metadata only consumes a small amount of bandwidth.

Fig. 4. Metadata update process.

V. ANALYSIS

A. Multicast without cloud

As discussed in Section III-A, if we do not consider the destination cloud concept, the $n$-node MSN can be represented as $\{N_1, N_2, \ldots, N_n\} = \{S, R_1, R_2, \ldots, R_{n-1}, D_1, D_2, \ldots, D_m\}$. For simplicity of writing formulas, we will relabel $\{S, R_1, R_2, \ldots, R_{n-1}, D_1, D_2, \ldots, D_m\}$ as $\{1, 2, \ldots, n\}$, so that $i = 1$ is representing the source node $S$, $i = 2, \ldots, n - m$ are representing the relay nodes $R_1, R_2, \ldots, R_{n-1}$, and $i = n - m + 1, \ldots, n$ represent the destination nodes $D_1, D_2, \ldots, D_m$, respectively. Then we can model the multicast routing process as a continuous time Markov chain, as follows.

We consider a fixed time interval, and for $i \neq j$, let $a_{ij}$ be the contact frequency of node $i$ to node $j$ in the fixed time interval. We define $a_{ii} = -\sum_{j \neq i} a_{ij}$. Then the contact table $A$ is an $n \times n$ matrix,

$$A(i, j) = \begin{pmatrix} a_{11} & \cdots & a_{1n} \\ \vdots & \ddots & \vdots \\ a_{n1} & \cdots & a_{nn} \end{pmatrix},$$

that satisfies $a_{ij} \geq 0$, if $i \neq j$ and $a_{ii} \leq 0$, and $\sum_j a_{ij} = 0, \forall i$.

It is well-known that the matrix $A$ can be considered as a generator of a continuous time Markov chain [29] where each node $i$ waits for a random time $\xi_i$, then contacts a node $j$. Here, $\xi_i$ follows an exponential distribution $\xi_i \sim \text{exp}(-a_{ii})$ [30–32], i.e., $P(\xi_i > t) = e^{-a_{ii}t}$, and $\xi_i, i = 1, 2, \ldots, n$, are independent. It is well-known that if, at a certain time $i$ is contacting, then the conditional probability that node $j$ is contacted by $i$ is:

$$P(j|i) = \frac{a_{ij}}{-a_{ii}}, \quad i \neq j,$$

$$P(j|i) = 0.$$  

When there is no restriction on which node is contacting which nodes, the first contact time of the whole system after $t = 0$ is $\eta_1 = \min(\xi_i; k = 1, \ldots, n)$. Let $\eta_0 = 0$ and $\eta_{n+1}$ be the first contact time after $\eta_n, t = 0, 1, 2, \ldots$. Then the successive contact times $\eta_n, t = 0, 1, 2, \ldots$, form an increasing sequence of random times. Therefore, if we only observe what happens at contact times, then we obtain an embedded discrete-time Markov chain that describes the transitions of the number of copies of the messages in the multicast routing process. To this end, we let $Z_t(i)$ be the number of copies that node $i$ has at time $t$, $t = 0, 1, 2, \ldots$ and put $Z_t = (Z_t(1), Z_t(2), \ldots, Z_t(n))$. Initially, we suppose that there are $L$ copies in the source node, so $Z_0 = (L, 0, 0, \ldots, 0)$. Since the total number of copies is unchanged, $Z_t \in \Omega$, for all $t$, where $\Omega = \{Z; \sum_{i=1}^n Z(i) = L\}$ is the state space of the discrete-time Markov chain.

Let $F_t$ be the forwarding metric of node $i$. Intuitively, in the routing process, $i$ is more efficient than $j$ if $F_t > F_j$. Therefore, to obtain an efficient routing algorithm, $i$ should give more copies of the message to $j$ only if $F_t < F_j$ when $i$ and $j$ are in contact.

Let $S_t = \{i = 1, 2, \ldots, n - m; Z_t(i) \geq 1\}$ be the message holder set at time $t$. For each $i \in S_t$, let $R_t(i) = \{j = 2, \ldots, n - m; F_t > F_j, Z_t(j) = 0, Z_t(i) \geq 2\}$ be the
receiver set of $i$ at time $t$. Note that if $i \in S_t$ and $Z_t(i) = 1$, then $R_t(i) = \{n-m+1, \ldots, n\}$. Also if $i \notin S_t$, then $R_t(i) = \emptyset$.

Suppose at time $t$, nodes $i$ and $j$ come in contact with each other. If $i$ is in the message holder set and $j$ is in the receiver set of $i$, then $i$ splits the message copies into two parts, according to the ratio of the forwarding metrics, and gives one part to $j$. Suppose that $Z_t = Z$ before $i$ and $j$ have a contact, then after the contact, the state becomes $Z_{t+1} = Z^i_j$, where:

$$Z_{t+1}^i_j(k) = \begin{cases} Z(k), & \text{if } k \neq i, j, \\ \frac{F_i}{F_i + F_j} \times Z(i), & \text{if } k = i, j, \\ \frac{F_j}{F_i + F_j} \times Z(i), & \text{if } k = i, j. \end{cases} \quad (2)$$

for $i \in S_t$, $j \in R_t(i)$. Thus $Z_{t+1}^i_j$ is the new state obtained by state $Z$ after $i$ and $j$ have exchanged messages. In Eq. 2, if $k = j$, which means $k$ is in the receiver set of $i, k$ will receive $\frac{F_i}{F_i + F_j} \times Z(i)$ in the third equation. At the same time, the message holder $i$ will take the remainder.

Suppose that at time $t$ with state $Z_t$, $i \in S_t$ is a message holder, and $i$ is the first node in contacting other nodes; then $i$ has to wait until it meets with a node $j \in R_t(i)$ to proceed. If $j$ is not in $R_t(i)$, then $i$ does not give any copy to $j$. In terms of Markov chain, this mechanism is equivalent to imposing a broken-link condition for the Markov chain on the links that go from $i$ to any node in $(R_t(i))^c$, the complement of the receiver set of $i$, by setting $A(i,j) = 0$, for all $j \in (R_t(i))^c$. Then the Markov generator with such broken-link condition is given by

$$A_{Z_t(i,j)} = \begin{cases} A(i,j), & \text{if } i \in S_t, j \in R_t(i), \\ 0, & \text{if } i \in S_t, j \notin R_t(i), i \neq j, \\ \sum_{k \notin R_t(i)} A(i,k), & \text{if } i \neq j, i \in S_t, \\ A(i,j), & \text{if } i \notin S_t. \end{cases} \quad (3)$$

Here, as we can see from the second equation of Eq. 3, $A_{Z_t(i,j)}$ is set to zero if $i$ is a message holder and $j$ is not in the message receiver set of $i$. Otherwise, if $i \neq j$, then $A_{Z_t(i,j)}$ is unchanged, as seen from the first and the fourth equation of Eq. 3. Since the sum over a row of a Markov generators is always zero, the third equation of Eq. 3 is just for re-normalization. Algorithm 2 shows the whole process.

By the Markov property and Eq. 1, the probability of routing process that goes through a path of states $(Z_0, Z_1, \ldots, Z_n)$ is $P(Z_0, Z_1, \ldots, Z_n) = P(Z_0) P(Z_1|Z_0) P(Z_2|Z_1) \cdots P(Z_{n-1}|Z_{n-2}) P(Z_n|Z_{n-1})$, where:

$$P(Z_t, Z_{t+1}) = \begin{cases} \frac{A_{Z_t(i,j)}}{\sum_{k \in S_t} A_{Z_t,(k,k)}}, & \text{if } Z_{t+1} = Z_t^i_j, \\ 0, & \text{if } Z_{t+1} \neq Z_t^i_j. \end{cases} \quad (4)$$

Given time $t$ with state $Z_t$, the first contact time for the routing is $\eta_{Z_t} = \min(\xi_k; k \in S_t)$, where $\xi_k$’s are independent exponential distributed random variables, $\xi_k \sim exp(-A_{Z_t(k,k)})$. The expected waiting time for the first contact after time $t$ is $E(\eta_{Z_t}) = \frac{A_{Z_t}(i,j)}{\sum_{k \in S_t} A_{Z_t,(k,k)}}$. Then, the total multicast process time is $\tau = \min\{t; t \geq 0, Z_t(j) > 0, \forall j = n-m+1, \ldots, n\}$ is the completion time of the multicast routing process. The expected latency is then given by:

$$E(\tau) = \sum_{\tau \geq 0} (T_{Z_0} + T_{Z_1} + \ldots + T_{Z_{\tau-1}}) P(Z_0 \cdots Z_{\tau-1}). \quad (5)$$

### B. Multicast with cloud

When we include the cloud concept, there is a new type of node: destination neighbor. There are many ways to define what the cloud of a destination is. Here we consider a threshold model. Let $\theta$ be a preset (fixed) threshold value. We say that a node $j$, $j = 2, \ldots, n-m$, is in the cloud of a destination node $d$ if $a_{jd} > \theta$. Let $C_d = \{j = 2, \ldots, n-m; a_{jd} > \theta\}$ denote the cloud of the destination node $d$, $d = n-m+1, \ldots, n$. Note that $C_d$’s may be overlapped. Let $p$ be the cardinality of $\bigcup_{d \in \text{dest}} C_d$. Then the set of the relay nodes can be rewritten as $\{R_1, R_2, \ldots, R_{n-m-1}\} = \bigcup_{d \in \text{dest}} C_d \cup \{R_1, \ldots, R_{n-m-p-1}\}$; here we have used a new notation (open-faced R) and relabeled the non-destination neighbor relay nodes. Let $C = \bigcup_{d \in \text{dest}} C_d$ be the destination neighbor set and $R = \{R_1, \ldots, R_{n-m-p-1}\}$ be the set of non-destination neighbor relay nodes.

The differences between using cloud and not using cloud lie in the message partition, the receiver set $R_t(i)$, and where to set the broken-link conditions for the Markov generator at time $t$. In what follows, we continue to use the notation $e(i)$ for the number of destination clouds to which node $i$ belongs.

For the cloud model, we first need to define the receiver set of $i$ at time $t$, $R_t(i)$. Suppose at time $t$ the state is $Z_t = Z$. The message holder set $S_t = \{i = 1, 2, \ldots, n-m; Z_t(i) = 1\}$ is the same as in the non-cloud model. Let $i \in S_t$. If $i \in C_d$ for some $d$, then $R_t(i) = \{d = n-m+1, \ldots, n; i \in C_d\}$ is the set of all destinations, such that $i$ belongs to their clouds. If $i \in S_t$, but not in any cloud, then $R_t(i) = \{j = 2, \ldots, n-m; F_i > F_{j}, Z_t(j) = 0, Z_t(i) \geq 2\} \cup \{n-m+1, \ldots, n\}$ is the same as in the non-cloud model.

Next, we set the rules for the message partition. Suppose $i$ contacts $j$ at time $t$, then after the contact, the state is changed to a new state $Z_{t+j}$ according to the following rules.

Let $i \in S_t$ and $j \in R_t(i)$ ($i \neq j$). Then
1) If \( k \neq i, j \), then the value of \( Z_i^j(k) = Z(k) \), which means that \( k \) is not the contact node, so the copy in \( k \)'s buffer will not change.

2) If \( k = j \), then there are 2 situations:
   a) If \( i \) is in the cloud of \( d \) for some \( d \), then \( j \) must be a destination node and \( Z_i^j(j) = 1 \) and \( Z_i^j(i) = Z(i) - 1 \);
   b) If \( i \) is not in any cloud, then
      i) if \( j \) belongs to one or more destination clouds, then \( i \) forwards \( j \min(Z(i), c(j)) \) copies;
      ii) if \( j \) is a destination node \( j \in D \), then \( i \) forwards one copy to \( j \);
      iii) if \( j \) is not in any destination cloud, then \( i \) gives \( j \frac{F_i}{F_i + F_j} \cdot Z(i) \) copies.

3) If \( k \) is the sender \( k = i \), then the number of copies remaining in \( i \)'s buffer is the remaining part of the initial \( Z(i) \) subtracted by the amount forwarded to receiver \( j \), as discussed above.

In summary, if at time \( t \) the state is \( Z_t = Z \) and \( i, j \) are the first pair in contact after time \( t \), then after contact the new state \( Z_i^j \) becomes

\[
Z_{i}^{j}(k) = \begin{cases} 
Z(k), & \text{if } k \neq i, j, \\
n, & \text{if } k = j, \\
Z(i) - 1, & \text{if } k = i; 
\end{cases} 
\]  

(6)

\[
Z_{i}^{j}(k) = \begin{cases} 
Z(k), & \text{if } k \neq i, j, \\
\min(Z(i), c(j)), & \text{if } k = j, j \in C, \\
1, & \text{if } k = j, j \in D, \\
\frac{F_i}{F_i + F_j} \times Z(i), & \text{if } k = i, j \notin C \cup D, \\
Z(i) - \min(Z(i), c(j)), & \text{if } k = i, j \in C, \\
Z(i) - 1, & \text{if } k = i, j \in D, \\
Z(i) - \frac{F_i}{F_i + F_j} \times Z(i), & \text{if } k = i, j \notin C \cup D. 
\end{cases} 
\]  

(7)

Since a node \( i \) has to wait until it contacts a node \( j \) in \( R_k(i) \) to proceed, any other contacts before that time do not contribute to our multicast process. Therefore, the Markov generator with broken-link conditions is given by

\[
A_{i}^{j}(i, j) = \begin{cases} 
A(i, j), & \text{if } i \in S_t, j \in R_k(i), \\
0, & \text{if } i \in S_t, j \notin R_k(i), i \neq j, \\
\sum_{i \in R_k(i)} A(i, k), & \text{if } i = j, i \in S_t, \\
A(i, j), & \text{if } i \notin S_t. 
\end{cases} 
\]  

(8)

Note that the Markov generator with broken-link conditions has the same form as that of the non-cloud model, Eq. 3. However, since the receiver sets are different, the Markov generators are actually different between cloud and non-cloud models.

The formula for the expected latency for the cloud model is the same as the one in the non-cloud model, Eq. 5.

By using the feedback control mechanism, the reciprocal of the calculated expected latencies of all nodes are used as the next round forwarding metrics.

We suppose there are 100 nodes in the network. We create a Markov generator \( A \) in a \( 100 \times 100 \) matrix. The value of \( A_{ij} \) is a randomly generated real number in the interval \([1, 15]\), which represents the number of contacts between nodes \( i \) and \( j \). Then we can numerically analyze the expected latency iteratively.

### VI. Simulation

We compare the performance of the proposed cloud-based multicast scheme with feedback to several state-of-the-art ones, including the delegation forwarding multicast scheme \([9]\), spray-and-focus-based multicast scheme \([33]\), and the epidemic-based multicast scheme \([6]\), in Matlab using two real traces in the following categories:
1) Delivery rate comparison: we compare the delivery rate in real traces.

2) Various cloud sizes comparison: when the contact threshold (θ) is large, the destination cloud will disappear while the contact threshold becomes smaller, and the cloud size becomes larger. We compare the performance in different contact thresholds.

3) Various proportions of destinations: we compare the performances when the number of destinations varies.

4) Speed of feedback control information spread: we show how quickly the feedback control information can be spread to the nodes in the whole network, and the impact of feedback control information for multicast performance.

5) Storage overhead comparison: we compare the storage overhead of our proposed cloud-based multicast with feedback with other state-of-the-art DTN multicast schemes.

In the simulation, we consider two performance metrics:

1) Latency: the average delivery time for all of the delivered destinations to receive the message. The end-to-end delay is an important concern in cloud-based multicast with feedback design.

2) Number of forwardings: the average number of forwardings for all destinations to receive the message. This value represents the overhead in the network, in terms of how many times a message must be forwarded in order to reach all the destinations. The number of forwardings in the simulation measures the number of multicast messages exchanged, which does not include the metadata exchange.

A. Simulation Methods

We evaluate the performance of our proposed cloud-based multicast scheme with feedback (CM), which is compared with the following multicast schemes:

1) Delegation forwarding multicast scheme (DM) [9]: a message holder only replicates a copy of the message to a node with a higher forwarding metric for a destination, unless it is one of the destinations. Then the message holder also raises its own forwarding metric to the higher one it has successfully contacted.

2) Spray-and-focus-based multicast scheme (SM): it is an extension of spray-and-focus [33] in the multicast version. There are two phases in SM: spray and focus. In the spray phase, the message holder forwards half of the copies of the message to any node it meets without this message. After the spray phase, if any of the destinations have not received the message, it continues to the focus phase. In the focus phase, the message holder only forwards half of the copies of the message to a node with a higher forwarding metric for a destination, unless it is one of the destinations.

3) Epidemic-based multicast scheme (EM) [6]: the message holder will replicate a copy of the message to any node it meets without this message. It is a pure flooding-based multicast.

B. Simulation Settings

In the simulation, we compare the performances of the routing schemes in two real traces: Infocom 2006 [34] and Intel traces [35].

Intel trace includes Bluetooth sightings by groups of users carrying small devices (iMotes) for six days in the Intel Research Cambridge Computer Laboratory. There are 2,766 contacts between 9 nodes over a period of 273,930 time slots in seconds. In our simulation, we randomly select one of these 9 nodes as the source, and we choose other nodes as the destinations. The number of destinations is from 2 to 8.

Infocom 2006 trace includes the contacts between the iMote devices carried by participants for four days. 78 students and researchers carried the mobile iMotes to communicate in this trace. There are 20 stationary iMotes and several external devices. There are 227,657 contacts between these participants over a period of 337,418 time slots in seconds. In our simulation, we randomly select one participant with a mobile iMote as a source, and we choose other participants as the destinations. The number of destinations are set as 2, 4, 8, 16, 32, and 64.

In the simulation, we generate 100 multicast messages in each round as to compare the performance in the simulation.

C. Simulation Results

1) Delivery rate comparison: in this part, we compare our proposed CM scheme with different contact thresholds. In Table I, we find that the delivery rate performs similarly in all compared schemes. Therefore, we only compare the latency and number of forwardings in the rest of the simulation.

2) Various cloud sizes comparison: in this part, we set the number of destinations to 4 in the Intel trace, and 32 in the Infocom 2006 trace. From Figs. 7 and 8, we find that our proposed cloud-based multicast with feedback routing scheme performs best among all of the schemes. Using the feedback control mechanism to update the forwarding metric in each round can improve the multicasting performance. After about
forwarding reduces by about 2.8% from round 1 to round 2. In the Infocom trace, show the same trend as in the Intel trace in the scheme with feedback has a similar number of forwardings as the delegation-based multicast scheme. When we set the contact threshold to 0, the cloud-based multicast scheme has a longer latency than the delegation-based multicast scheme; at the same time, the number of forwardings only increases slightly compared to the delegation-based multicast scheme. When we set the contact threshold to infinity, the latency in the 2-contact threshold case reduces by about 74%. When the contact threshold case, by about 19.3% from the 2-contact threshold case to the 8-contact threshold case. When we set the contact threshold to infinity, the latency in the 2-contact threshold case reduces by about 26% in end-to-end latency. However, in Fig. 7, the epidemic-based multicast scheme has a much higher number of forwardings than the cloud-based multicast scheme with feedback in the infinity contact threshold case, by about 74%. When the contact threshold reduces, the average number of forwardings also reduces. The 8-contact threshold case has a similar number of forwardings as the spray-and-focus multicast scheme. When the contact threshold reduces to 0, the cloud-based multicast scheme with feedback has a similar number of forwardings as the delegation-based multicast scheme. The results from the Infocom trace show the same trend as in the Intel trace in Fig. 8.

In both the Intel and Infocom traces, we find that the overall latency decreases by about 5.6%, and the number of forwarding reduces by about 2.8% from round 1 to round 2. In round 3, the latency decreases by about 11.3%, and the number of forwardings reduces by about 5.7%, compared with round 2.

3) Various proportions of destinations: in this part, we set the contact threshold to 4 in both the Intel and Infocom 2006 traces. In each round, there is a new multicast message generated. Therefore, each round is considered as an independent multicasting process. From both the Intel and Infocom 2006 traces, we find that the multicast routing performance improves by applying the feedback control mechanism in cases with varying numbers of destinations. As shown in Fig. 9, in the Intel trace, round 1 can reduce the latency by about 5.2%, and reduce the number of forwardings by about 10.4% overall. After about five rounds, the performance metrics convert to stable values. The Infocom 2006 trace shows the same results as the Intel trace in Fig. 10. These results show the robustness of our proposed scheme.

From Figs. 11 and 12, we find that the cloud-based multicast scheme with feedback can decrease the latency dramatically, compared to the delegation-based multicast scheme; at the same time, the number of forwardings only increases slightly in both the Intel and Infocom traces. Our scheme can reduce the latency and number of forwardings compared with the spray-and-focus-based scheme. Compared with the epidemic-based scheme, our proposed cloud-based multicast scheme with feedback can reduce the number of forwardings dramatically.

In the Intel trace, it shows that the cloud-based multicast scheme with feedback can reduce the latency by about 38.7% and 23.2%, overall, compared with the delegation-based multicast scheme and spray-and-focus-based multicast scheme, respectively. In the number of forwardings comparison, the cloud-based multicast scheme with feedback reduces about 49% and 28.4% of the overhead overall, compared with the epidemic-based multicast scheme and spray-and-focus-based multicast scheme, respectively. The results in the Infocom trace show the same trend as the Intel trace.

In the Intel trace, by comparing the latency in Fig. 7, when we set the contact threshold to 0, the cloud-based multicast scheme with feedback has a longer latency than the delegation-based multicast scheme. When the contact threshold is 0, all nodes in the whole network are considered to be neighbors in one cloud. Therefore, the cloud-based multicast scheme with feedback is operating in an inefficient way. When we increase the contact threshold, the destination clouds become smaller, and the end-to-end latency decreases dramatically. The latency in the 2-contact threshold case reduces by about 26% compared with the latency in the 0-contact threshold case. The 2-contact threshold case has a similar performance as the spray-and-focus-based multicast scheme. It further reduces by about 19.3% from the 2-contact threshold case to the 8-contact threshold case. When we set the contact threshold to infinity, which means that there is no destination cloud, the cloud-based multicast scheme with feedback will always work in the pre-cloud phase. By comparing the latency in this situation with the epidemic-based multicast scheme, we find that our proposed scheme only increases by about 26% in end-to-end latency. However, in Fig. 7, the epidemic-based multicast scheme has a much higher number of forwardings than the cloud-based multicast scheme with feedback in the infinity contact threshold case, by about 74%. When the contact threshold reduces, the average number of forwardings also reduces. The 8-contact threshold case has a similar number of forwardings as the spray-and-focus multicast scheme. When the contact threshold reduces to 0, the cloud-based multicast scheme with feedback has a similar number of forwardings as the delegation-based multicast scheme. The results from the Infocom trace show the same trend as in the Intel trace in Fig. 8.

In both the Intel and Infocom traces, we find that the overall latency decreases by about 5.6%, and the number of forwarding reduces by about 2.8% from round 1 to round 2. In round 3, the latency decreases by about 11.3%, and the number of forwardings reduces by about 5.7%, compared with round 2.

3) Various proportions of destinations: in this part, we set the contact threshold to 4 in both the Intel and Infocom 2006 traces. In each round, there is a new multicast message generated. Therefore, each round is considered as an independent multicasting process. From both the Intel and Infocom 2006 traces, we find that the multicast routing performance improves by applying the feedback control mechanism in cases with varying numbers of destinations. As shown in Fig. 9, in the Intel trace, round 1 can reduce the latency by about 5.2%, and reduce the number of forwardings by about 10.4% overall. After about five rounds, the performance metrics convert to stable values. The Infocom 2006 trace shows the same results as the Intel trace in Fig. 10. These results show the robustness of our proposed scheme.

From Figs. 11 and 12, we find that the cloud-based multicast scheme with feedback can decrease the latency dramatically, compared to the delegation-based multicast scheme; at the same time, the number of forwardings only increases slightly in both the Intel and Infocom traces. Our scheme can reduce the latency and number of forwardings compared with the spray-and-focus-based scheme. Compared with the epidemic-based scheme, our proposed cloud-based multicast scheme with feedback can reduce the number of forwardings dramatically.

In the Intel trace, it shows that the cloud-based multicast scheme with feedback can reduce the latency by about 38.7% and 23.2%, overall, compared with the delegation-based multicast scheme and spray-and-focus-based multicast scheme, respectively. In the number of forwardings comparison, the cloud-based multicast scheme with feedback reduces about 49% and 28.4% of the overhead overall, compared with the epidemic-based multicast scheme and spray-and-focus-based multicast scheme, respectively. The results in the Infocom trace show the same trend as the Intel trace.
Fig. 13. Percentage of the nodes that received the feedback information: (L): Intel and (R): Infocom.

Fig. 14. Comparison of the storage overhead: (L): Intel and (R): Infocom.

4) Feedback information spread speed: In this part, we will show how fast the feedback information can be spread to the nodes in MSNs. Fig. 13 shows the percentage of nodes that received the feedback information in both the Intel and Infocom 2006 traces. In the Intel trace, it needs about 2,000 seconds to spread the information to the majority of nodes (95%). After 4,000 seconds, all of the nodes update their forwarding metrics. In the Infocom 2006 trace, it needs about 8,000 seconds to spread the information to all of the nodes.

5) Storage overhead comparison: In this part, we show the performance of the storage overhead in real traces. Here, we set the contact threshold to 4 in the cloud-based multicast scheme with feedback. As shown in Fig. 14, the x-axis is the round number, and the y-axis is the product of an average number of copies in the storage and delivery latency. We can see that in both Intel and Infocom 2006 traces, our proposed cloud-based multicast with feedback has the best performance in storage overhead comparison.

D. Summary of Simulation

Although the cloud-based multicast scheme with feedback increases the number of forwardings compared with the delegation-based multicast scheme, it significantly reduces the latency, especially when the number of destinations is large. It also reduces the number of forwardings and latency at the same time, compared with the spray-and-focus-based multicast scheme. Compared with the epidemic-based multicast scheme, the cloud-based multicast scheme significantly decreases the number of forwardings, while slightly increasing the latency. When the destination cloud size is large, the cloud-based multicast scheme with feedback performs with a long latency and a small number of forwardings. When we increase the contact threshold, the destination cloud size becomes small. It reduces the latency, while increasing the number of forwardings. The feedback control mechanism refines the forwarding metric and improves the performance step by step. The improvement is significant at the beginning, but then, the improvement reduces. After several rounds, the performance metrics will stay with stable values. Considering the characteristics of MSNs, we do not use broadcasting to spread the feedback information. Our feedback control mechanism can spread the information quickly by using the local information exchanging scheme only. The competitive performances in both the Intel and Infocom 2006 traces verify that the cloud-based multicast scheme with feedback performs effectively under different conditions.

VII. Conclusion

In this paper, we proposed a cloud-based multicast scheme with feedback in mobile social networks. Our scheme has two parts: multicast process and feedback control process. First, we introduce a new concept: destination cloud. If the number of contacts, the nodes encountering the destination, is larger than a contact threshold, this node is called the destination neighbor in the destination cloud. In the multicast process, there are two phases: pre-cloud and inside-cloud. In the pre-cloud phase, the message holder will only forward the message to an encountered node with a larger forwarding metric. The forwarding metric updates each round by the feedback control mechanism. In the inside-cloud phase, the message holder will only forward the message to the destination directly. We formally analyzed the delivery latency by modeling our problem into a continuous time Markov chain model. Trace-driven simulation results showed that our proposed cloud-based multicast scheme with feedback performs better than the delegation-based, the spray-and-focus-based, and the epidemic-based multicast schemes. We believe that the destination cloud concept will play an important role in multicast routing in mobile social networks. The feedback control mechanism can improve the performance of MSN multicast. Our future work will focus on implementing real world cloud-based multicast with feedback applications in mobile social networks.
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