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Multimedia Semantics and Cultural Heritage 

MULTIMEDIA RETRIEVAL - STATE OF THE ART 

Peter L. Stanchev 

(Keynote Speech) 

In this keynote speech we discuss the history, the state of art, and the future of multimedia retrieval [6]. Wide
access to large information collections is of great importance in many aspects of everyday life. For this reason, 
significant effort has been spent in studying and developing techniques that support effective and efficient 
retrieval of multimedia data. Every day we are overwhelmed by information of many types: TV channels, news 
feeds, web sites, to name a few. Without an efficient and effective retrieval and filtering support, much time and 
effort is required in finding the information that we really need in this highly dynamic information age.

The process of image description consists of extracting the global image characteristics, recognizing the image-
objects, and assigning semantics to these objects. The image data can be treated as physical image 
representation and its meaning as a logical image representation.  The logical representation includes methods 
for describing the image and image-objects characteristics and the relationships among the image objects.  
Several visual descriptors exist for representing the physical content of an image, such as the MPEG-7 standard 
[5]. Historically, semantic retrieval was frequently based on computer vision. To reduce the semantic gap, the 
low-level content-based media features are frequently being converted to high-level concepts or terms. 

The MPEG-7 descriptors can be classified as general visual descriptors and domain specific descriptors. The 
former include color, texture, shape, and motion features. The latter includes face recognition descriptors. Color is 
one of the most widely used image and video retrieval feature. The MPEG-7 standard includes five color 
descriptors, which represent different aspects of the color and include color distribution, spatial layout, and spatial 
structure of the color. The image texture is one of the most important image characteristic in both human and 
computer image analysis and object recognition. Visual texture is a property of a region in an image. There are 
two texture descriptors in MPEG-7: a homogeneous texture descriptor and edge histogram descriptor. Both of 
these descriptors support search and retrieval based on content descriptions. MPEG-7 supports region and 
contour shape descriptors. Object shape features are very powerful when used in similarity retrieval. Although 
distance functions are not part of the standard, we will present the most used distance functions. 

A technique for improving the similarity search process of images in a Multimedia Content Management System 
is analyzed. The content based retrieval process integrates the search on different multimedia components, 
which are linked in XML structures. Depending on the specific characteristics of an image data set, some features 
can be more effective than others when performing similarity searches [2]. Based on this observation we propose 
a technique that predicts the effectiveness of the MPEG-7 image features that depends on a statistical analysis of 
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the specific data sets in the Multimedia Content Management System. This technique is validated through 
extensive experiments with human subjects. 

We illustrate several aspects of the fine art databases [4]. We showed that MPEG-7 descriptors can be used, but 
they give different results than applying on other type of images. The use of the Color Structure descriptor only 
produces sufficiently efficient results in the query search. The new generation Semantic Web languages, such as 
RDF(S) and OWL will play a major role. The integration of semantic understanding of pictures with personalized 
delivery raises new questions. The query language for this type of system is not yet scandalized but we hope that 
an emerging standard will come soon.  

We discuss the problems witch arise working with Magnetic Resonance (MR) images. As an illustration of 
medical image processing tools we discuss MR brain segmentation problems. Functional analysis of different 
medical systems is made. We emphasize on the fact that working with medical images is different from working 
with other kind of images.  As an illustration two systems are presented [3]. The first system is MEDIMAGE, 
which is a multimedia database for Alzheimer’s disease patients. It contains MR images, text and voice data and 
it is used to find some correlations of brain atrophy in Alzheimer’s patients with different demographic factors.  
The second system is Epilepsy system, which includes image data from MRI and SPECT, scans and EEG 
analysis results and it is used for patients with epilepsy. 

We present a novel approach for efficient video stream filtering that is based on the use of the MPEG-7 
descriptors and exploits the properties of metric spaces in order to reduce the computational load of the filtering 
receiver [1]. Among other types of information, Audio/Video can be considered today as a primary means of 
communication, due to its richness in informative content and to its appeal. This implies that the development of 
techniques supporting the retrieval of Audio/Video documents is of primary importance to enable the access for 
the general public as well as for professional users of significant asset of today’s life. This process will gain more 
impetus from the adoption of standards to represent video content. The retrieval process is based on a simple 
schema: users specify their request needs (e.g. a set of keywords or a sample image) that are translated into a 
system query. The items in the archive are compared with the user’s query, in order to determine if they are 
relevant for the user’s request. To process this type of query, it is necessary to determine a set of properties of 
the objects stored in the archive (usually called features) and a similarity measure to compare queries and 
archive objects. Video features can be described by using the MPEG-7 standard. In case the similarity measure 
is metric, many possible approaches to create indexes can be adopted. These indexes allow improving the 
efficiency of the retrieval process, by comparing the query only with a limited number of objects in the archive. 
Our approach goes toward a solution of this problem, by proposing a novel approach to Audio/Video filtering that 
makes use of simple additional information sent together with the video. This allows avoiding the comparison of 
the filter with video features for many non-matching videos or video components that will not pass the filter in any 
case. The proposed approach requires that the measure of the similarity between the filter and the video 
representative is metric, and it is based on the use of the well known technique of pivots.  

The following systems are discussed: Tamino, TV-Anytime, MILOS, PicToSeek, Marvel, imgSeek, IKONA, 
SIMPLIcity, ALIP, SIMBA, Viper, LCPD, Video Google, Cortina, Octagon, PicSOM, LIRE. Semantic retrieval in 
TREC is also presented. 

The specific challenges in the field are highlighted. Conclusion remarks about the future of the multimedia 
retrieval are drowning.
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CREATION OF A DIGITAL CORPUS OF BULGARIAN DIALECTS 

Nikola Ikonomov, Milena Dobreva 

Abstract: The paper presents our considerations related to the creation of a digital corpus of Bulgarian dialects. 

The dialectological archive of Bulgarian language consists of more than 250 audio tapes. All tapes were recorded 
between 1955 and 1965 in the course of regular dialectological expeditions throughout the country. The records 
typically contain interviews with inhabitants of small villages in Bulgaria. The topics covered are usually related to 
such issues as birth, everyday life, marriage, family relationship, death, etc. Only a few tapes contain folk songs 
from different regions of the country. 

Taking into account the progressive deterioration of the magnetic media and the realistic prospects of data loss, 
the Institute for Bulgarian Language at the Academy of Sciences launched in 1997 a project aiming at restoration 


	1.pdf
	2.pdf

